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ABSTRACT 

This paper describes the recently developed "TPA-70 gateway- 
network" of the International Institute for Applied Systems 
Analysis (IIASA) in Austria, and of the Institute for Computer- 
ization and Automation of the Hungarian Academy of Sciences 
(SZTAKI) in Hungary, and its promoting role in the on-line ex- 
change of scientific information among national and international 
institutes and organizations. It presents a short overview of 
the major categories of transborder data flows relevant to IIASAts 
work, and how the gateway-network handles them. Finally, some 
operational and technical aspects of this East-West network of 
gateways are discussed. 
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1. INTRODUCTION 

There is no single definition of the term "Transborder Data 

Flow". This phenomenon is described in many documents, in very 

broad terms, as the movement of information across national bor- 

ders for subsequent processing and storage in automated data 

systems [ I ] .  This paper follows a considerably narrower defin- 

ition. The authors regard only on-line computerized information 

flow over national borders as Transborder Data Flow; basically 

the flow of computerized data as handled by the TPA-70 gateway- 

network, which is run by the Computer Communications Services 

Group of the International Institute for Applied Systems Analysis 

(IIASA) and by the Computer Center of the Institute for Computer- 

ization and Automation of the Hungarian Academy of Sciences (SZTAKI). 

There are many different categories of Transborder Data Flow: 

the Electronic Fund Transfer of the SWIFT network; the air passen- 

ger reservation data of the SITA network; observed meteorological 

data on the network of national meteorological institutes; news 

on the network of news agencies such as Reuters; corporate data 

on the private networks of multinationals such as IBM, Philips 

or Unilever; technical and economic data on private time-sharing 

networks such as CYRERNET or the I.P. Sharp Network; scientific, 



t e c h n i c a l ,  economical ,  and l e g a l  in format ion  on EURONET, TYMNET, 

and TELENET. Through t h e  i n t e r n a t i o n a l  l i n k s  of I I A S A  i n  Lax- 

enburg,  A u s t r i a ,  in format ion  r e l a t i n g  p r i m a r i l y  t o  t h e  I n s t i t u t e  

and i t s  r e s e a r c h  a c t i v i t i e s  a r e  t r ansmi t t ed .  The major c a t e g o r i e s  

of I I A S A 1 s  Transborder  Data Flow a c t i v i t i e s  a r e  shown i n  F igure  1 .  

F igure  1 .  Major c a t e g o r i e s  of IIASA1s Transborder  Data Flow 
A c t i v i t i e s .  

Name of 
Category 

Se rv i ce  of 
s c i e n t i f i c  t i m e  
s h a r i n g  c e n t e r s  

Se rv i ce  of data 
base  c e n t e r s  

in the 
f i e l d  of sc ience  
and technology)  

E l e c t r o n i c  m e s -  
sage sending and 
computerized 
te leconferenc ing  

Bulk ( f i l e )  
t r a n s f e r  of 
s c i e n t i f i c  d a t a  
f o r  remote 
handl ing  

Example 

Computational Se rv i ces  of  e .g . ,  CNUCE ( I t a l y )  o r  
SZTAKI  (Hungary) f o r  I I A S A ;  o r  s e r v i c e s  of t h e  
I I A S A  VAX 11/780 and PDP 11/70 computers t o  
e x t e r n a l  c o l l a b o r a t o r s .  

Data Bank Se rv i ces  of  e .g . ,  Lockheed ( U S A ) ,  ESA 
( I t a l y ) ,  IAEA ( U N )  , SZTAKI (Hungary) f o r  IIASA; 
o r  usage of IIASA p r i v a t e  d a t a  bases  by 
e x t e r n a l  c o l l a b o r a t o r s .  

For w r i t i n g  j o i n t  manuscr ip t s ,  p r epa r ing  j o i n t  
conferences ,  management of j o i n t  p r o j e c t s  on 
e .g . ,  t h e  EIES system (US) o r  on t h e  PDP 11/70 
of IIASA by t h e  TELECTR System. 

e .g . ,  IIASA1s l a r g e  g l o b a l  energy models were 
p a r t l y  i n s t a l l e d  a t  t h e  IBM computers of CNUCE 
( I t a l y )  o r  s c i e n t i f i c  d a t a  f i l e s  loaded from 

Moscow t o  IIASA f o r  ba t ch  p roces s ing  on t h e  
i n t e r n a l  I I A S A  computers. 



2. STATUS OF IIASA'S EXTERNAL COMPUTER COMMUNICATION LINKS 

The Computer Communications Services department of IIASA is 

responsible for providing the telecommunication infrastructure 

necessary for the above transborder data flow. The basic philos- 

ophy of the services provided by this department is described 

length in earlier papers [2], [3]; the activities of the Institute 

with regard to the transborder data flow category of electronic 

message sending and computerized teleconferencing are described 

in [4]. The present status of IIASA's external computer links 

through dedicated lines is shown in Figure 2. Compared with fig- 

ures on the same subject as shown in papers [3] , [4] , a major 
step forward has been the installation of the second TPA-70 node 

(based on the Hungarian made minicomputer TPA-70) at the Instit- 

ute for Computerization and Automation of the Hungarian Academy 

of Sciences (SZTAKI) in Budapest. This node is also linked to 

the computer network of the Hungarian Academy of Sciences, and 

through it to the IBM 3031 computer of the Academy where work 

is being carried out on the water quality models of IIASA's 

Resources and Environment Area. In addition, the on-line bib- 

liographical data base being installed under STAIRS on "Mass 

Communication Research" compiled by the Central European Mass 

Communication Research Documentation Centre (CECOM) in Krakow 

Poland might be of considerable interest to IIASA. 

The next important step forward at the TPA-70 node in 

Budapest will be the connection of the node to the Hungarian 

Circuit Switching PTT-network NEDIX, which was brought into 

operation early in 1981. Through NEDIX it is hoped to establish 

additional direct computer connections with IIASA1s cooperating 

scientific. institutions in Hungary. 

The missing link--which, in fact, effects a gap in the 

development of IIASA's external links--is a connection to EUROYET 

which has some specifically Western European databases relevant 

to IIASA's research. It can only be hoped that some fruitful 

results will soon emerge from the negotiations between the 

European Commission and the State of Austria--at least allowing 

IIASA to become a user of this network. 



Figure 2. IIASA'S EXTERNAL COMPUTER COMMUNICATION CONNECTIONS THROUGH DEDICATED L I N E  

(STATUS AUGUST 1981) 
NORTH AMERICA 

ASIA 
AUSTRALIA VIENNA AREA 

HUNGARY 

--- LINK UNDER CONSTRUCTION - bPERATIONAL LINK 

WESTERN EUROPE 

Collaborating research institutes of IIASA in the field of computer con~municatlonr 

** Network of the Hungarian Academy of Sciences 



Another c u r r e n t  problem f o r  IIASA i s  t h a t  t h e  p lanned  EURONET 

connec t i on  t o  A u s t r i a  w i l l ,  a l s o  f o r  t e c h n i c a l  r e a sons ,be  b a s i c -  

a l l y  one-way (from EURONET t o  A u s t r i a )  n o t  a l l owing  t h e  connec t ion  

of  A u s t r i a n  h o s t s ,  such a s  IIASA o r  IAEA t o  EURONET. Because o f  

t h i s  burden t h e  Western European coverage  of  ou r  computer commun- 

i c a t i o n  i n f r a s t r u c t u r e  is  less developed t h a n  it a c t u a l l y  cou ld  

be. The f i n a l  s o l u t i o n  t o  t h i s  problem can  on ly  be g r a d u a l l y  be 

brought  abou t ;  i .e . ,  when t h e  i n d i v i d u a l  n a t i o n a l  PTT networks  

a r e  i n t e r c o n n e c t e d ,  a l ong  s t e p  by s t e p  p r o c e s s ,  due t o  s t a r t  soon,  

which w i l l  t a k e  p l a c e  o v e r  t h e  n e x t  coup le  of  y e a r s .  

3. THE M A I N  FUNCTIONS OF THE TPA-70 GATEWAY-NETWORK 

The p r i n c i p l e  t e c h n i c a l  d e s c r i p t i o n  of  IIASA's computer com- 

municat ion  i n f r a s t r u c t u r e  i s  d e s c r i b e d  i n  more d e t a i l  i n  [3]  and 

[51.  

I t  i s  b a s i c a l l y  a mixed sys tem b u i l t  on node computers  per-  

forming t h e  u s u a l  network f u n c t i o n s  ( s w i t c h i n g ,  r o u t i n g ,  mu l t i -  

p l e x i n g ,  f low c o n t r o l ,  code conve r s ion  e tc . )  and on T i m e  D i v i s i o n  

M u l t i p l e x e r s  ( T D M s )  . The a c t u a l  implementa t ion  i s  ve ry  much depen- 

d e n t  on t h e  t e c h n i c a l  and f i n a n c i a l  c a p a b i l i t y  o f  o u r  p a r t n e r s  and 

of cou r se  of  IIASA i t s e l f .  The re fo r e ,  t h e  l i n k  t o  t h e  I n t e r n a t i o n a l  

Atomic Energy Agency ( I A E A )  and European Space Agency (ESA) was 

p r a c t i c a l l y  conceived a s  t h e  e x t e n s i o n  o f  t h e  p r i v a t e  network of  

t h e  European Space Agency "ESANET", b u i l t  on T D M s  ; t h u s  on t h i s  

l i n k  IIASA had t o  adop t  t h e  same TDM based technology.  A s ' i m i l a r  

c a s e  was t h a t  of  t h e  Radio A u s t r i a  (TYMNET/TELENET) and t h e  Prague- 

Moscow l i n e .  I t  i s ,  however, p lanned t o  r e p l a c e  t h e  TDM t ech-  

nology g r a d u a l l y ;  t h e  connec t i on  t o  ESA and Radio A u s t r i a  th rough  

p a c k e t  sw i t ch ing  i s  a l r e a d y  under p r e p a r a t i o n  by a l l  p a r t i e s  and 

t h e  c o n t r o l  of t h e  Prague-:.loscow l i n e  w i l l  be t aken  ove r  by a 

Czechoslovak made minicomputer  CM 4 ,  which was dona ted  t o  IIASA 

by i t s  Czechoslovak NMO i n  1980. The connec t i on  t o  Hungary was 

p lanned from t h e  beg inn ing  t o  be b u i l t  on Hungarian made TPA-70 

node computers.  I t  i s  worth  drawing a t t e n t i o n  t o  t h e  f a c t  t h a t  

t h e  p r e s e n t  model o f  t h e  TPA-70 a t  IIASA was o r i g i n a l l y  dona ted  

t o  t h e  I n s t i t u t e  by CDC and c o n t r o l l e d  a ve ry  e a r l y  v e r s i o n  of 

t h e  Hungarian made g r a p h i c a l  d i s p l a y  GD-71. I n  1977 when t h e  



f i r s t  p l ans  were made t o  implement a  gateway system f o r  IIASA 

it was dec ided ,  f o r  reasons  of economy, t o  upgrade t h e  o r i g i n a l  

TPA-70 hardware con f igu ra t ion .  The enhancement of t h e  system 

was s t a r t e d  i n  1978 and i s  s t i l l  con t inu ing  i n  accordance wi th  

t h e  needs of t h e  growing gateway t r a f f i c .  A t  p r e s e n t  t h i s  r a t h e r  

o l d  TPA-70 hardware--which was b u i l t  almost  a  decade ago--performs 

a l l  major network f u n c t i o n s  of IIASA wi th  r e l i a b i l i t y  of over  97%. 

From t h e  sof tware  p o i n t  of view, which w i l l  be d i scus sed  l a t e r  

a t  l e n g t h ,  t h e  f i r s t  node v e r s i o n  desc r ibed  i n  [53 was b a s i c a l l y  

one-node o r i e n t e d .  However, a f t e r  t h e  i n s t a l l a t i o n  of a  second 

TPA-70 node computer i n  Budapest,  c i r c u i t  swi tch ing  network s o f t -  

ware was p u t  i n t o  o p e r a t i o n  (F igure  5 ) ,  which w i l l  e v e n t u a l l y  be 

superseded by packe t  swi tch ing  network sof tware  suppor t ing  X.25. 

An exper imental  v e r s i o n  of t h i s  sof tware  i s  a l r eady  running,  bu t  

some f u r t h e r  tes t  runs  and some a d d i t i o n a l  "value-added" f e a t u r e s  

(such a s  s t a t i s t i c a l  r eco rd  gene ra t ing ,  d i r e c t  messaging, monit- 

o r i n g  e t c . )  have t o  be  b u i l t  i n .  

The main system f u n c t i o n s  of t h e  TPA-70 nodes a r e  l i s t e d  i n  

F igure  3 .  I t  mainly performs t h e  u sua l  network c o n t r o l  f u n c t i o n s  

p l u s  some s p e c i f i c  "value-added" f u n c t i o n s  which were r e q u i r e d  

t o  improve t h e  q u a l i t y  of t h e  gateway s e r v i c e .  Thus, a d d i t i o n a l  

f e a t u r e s  f o r  remote t r a i n i n g  and moni tor ing,  f o r  c o n t r o l  of auth- 

o r i z a t i o n  (who may a c c e s s  w h a t ?  ) and f o r  d i r e c t  exchange of s h o r t  

messages between u s e r s  of t h e  TPA-70 gateway-network had t o  be 

b u i l t  i n .  From t h e  "semant ics"  p o i n t  of view a s h o r t  overview 

of t h e  kind of s e r v i c e s  t h e  TPA-70 gateway network i s  a c t u a l l y  

used f o r  i s  given i n  F igure  4.  I t  can be seen t h a t  t h e  ~ n s t i t u t e ' s  

connec t ions  a r e  p r i m a r i l y  used f o r  suppor t ing  t h e  r e s e a r c h  work 

of IIASA. In  a d d i t i o n  t o  t h i s ,  they  a l low a  form of t h i r d  p a r t y  

t r a f f i c  between o t h e r  i n t e r n a t i o n a l  o r g a n i z a t i o n s  and p a r t n e r  

o r g a n i z a t i o n s  of t h e  I n s t i t u t e ,  i n  c a s e s  where no o t h e r  way of 

connect ion i s  p o s s i b l e .  Thus, f o r  example, t h e  Hungarian Lia i son  

O f f i c e  of INIS/AGRIS a t  t h e  I n t e r n a t i o n a l  Atomic Energy Agency 

can be switched from t h e i r  t e rmina l  i n  Budapest through t h e  gate-  

way network t o  t h e  IAEA c e n t e r  i n  Vienna. This  swi tch ing  f u n c t i o n  

w i l l  be d i scon t inued  as soon as t h e  a p p r o p r i a t e  Hungarian and 

Aus t r ian  PTT networks would be in t e r connec ted ,  s i n c e  it i s  n o t  

t h e  func t ion  of IIASA t o  t a k e  over  t h e  r o l e  of n a t i o n a l  PTTs i n  

i n t e r n a t i o n a l  networking. Another a s p e c t  of t h e  p r o v i s i o n a l  



TPh-70 NODE 

MA1 N FUNCTIONS 

F i g u r e  3 .  The main f u n c t i o n s  o f  t h e  TPA-70 node. 



I 

I 

1 

4 m  - 
t 8  ;1 

m  0.4 u 
o m  .4u c 
u m  u a  

9 a N  91 
:a € 2  ;: 
a 9  0 0  0 

8 2 ~ 2 "  B 
a 5  0-8 2 

I 

4 m  
9 c 

u 0.4 u Y O  

4 
a 

m  u 

4.4 
uu U P  
c a  4 I 
m u  a5 2 
I I 

I 

0 m  
4 b O  . 
U C  u m  
4 a m  a l b  
uu m u n  b C  
c a  m a  a 4  
 la a s a  1.5 
1s ::$ ii m u  m a s  

I I I 

4 m  
a G 
C  0 

a 0 4  
O a l  4u 
u m  4.19 

9 a N  
m a  C . 4  
m  L I C  
8 5  2: 
u 4 U  c b 
a 5 0 - 0  

m  u 
0 W - t b  
u m u c  

a 4.4 O m  
m  P U U  P C  
0 4  C "  0.4 

595 .zP 38 
U M O  0 0  
9 - 5  m u  1% 

I I 

I 

2 
l L) i r z  : 

4.4 
uu -50' 
c s  m 9  
2~ ~ Z J  1 0 0  uLIa  
m u  m a s  2 
1 1  

I 

I 

. Z) . .4P : 22  .P 
P U U  P C  

$ 9  f t  2: 
4 u  4 E  m c  
- a  u o  
-5 m u  8" .  
1 1 1  

I 

I 

I 

1 

m  Q . .4b 
l u c  
9 d.4 a m  
P U U  b C  

C Z  a 4  
3 5  2 s  :z 
w a  0 6  
w o  m u  P S  
1 1  1  

- 
P - c m  4 

u 
4 z 2 
w m  dz 
. d a m  a m  
U U L I  
5 7 5  5 1  
..ILIc 4 4  
u a a  zu 
m r n u  

B 
4 
a 

LI N 
a 4  

4 C E  
m u m .  
*LIP- ::&a 

S 
4 
u 
9 

LI N 
a 4 

2 5 S r  
4 L I m m  
Z,"SP 

4 l 
a c 

U m  
4 L  a 
2 O a m  
uu U P  P C  
c s  .4 9.4 

4 0  -5  

i t 3 2  m  u ao iE 
I l l  

s 
u m  3 
.4L 0 

2 4 1 
U U  *UP 

C a  a a  c s a  
4. u - u  & 
U O  u u a  
m u  a a a  2 
I I 

l 0 
0 0 . 4 P  
u m u c  

a m  4.4 O b  
m U P  Y O  P C  
t z a  8 "  2: 
u + u  4 %  m e  
uLI9 u 
m a -  m u  i t  
1  I 1  

- 

c 0 
0 4  4 u 
U a 
9 * 
$3 

l 0 

0 0  2: u m  
l 4.4 

m a  L ) L )  

iy. 2 g  
u a  D O  
a s  m u  
I 1  

I 

u 0 

f ig 

I 
u 

I 



F i g u r e  5. 
THE TPA 70 GATEWAY NETWORK 
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OPERATIONAL LINES - - - LINES UNDER IMPLEMENTATION 



"swi tching- through f u n c t i o n "  i s  i t s  c l o s e  u s e r  group n a t u r e .  

IIASA only  g r a n t s  sw i t ch ing  f a c i l i t i e s  t o  t h o s e  o r g a n i z a t i o n s ,  

such a s  UN o r g a n i z a t i o n s ;  c o l l a b o r a t i n g  r e s e a r c h  i n s t i t u t e s  e t c . ,  

which a r e  i n  c l o s e  r e l a t i o n  t o  t h e  I n s t i t u t e .  Thus it  may be 

c la imed t h a t  I I A S A ,  and i t s  p a r t n e r s ,  a r e  a t  p r e s e n t  t h e  on ly  

o r g a n i z a t i o n s  which o p e r a t e  t h e  f i r s t  i n t e r n a t i o n a l  gateway- 

network c a r r y i n g  t r a n s b o r d e r  d a t a  t r a f f i c  i n  t h e  f i e l d  of  s c i e n c e  

and r e s e a r c h  between E a s t  and West; a s  mentioned b e f o r e ,  b u t  it 

r e p r e s e n t s  a  c l o s e d  u s e r  group; t h u s  it w i l l  n o t  and can n o t  com- 

P e t e  w i t h  f u t u r e  i n t e r c o n n e c t e d  n a t i o n a l  d a t a  networks ,  which w i l l  

c a r r y  t r a n s b o r d e r  d a t a  t r a f f i c  f o r  a  c o n s i d e r a b l y  b roade r  audience .  

4 .  SOME TECHNICAL AND OPERATIONAL ASPECTS 

The p r e s e n t  c i r c u i t  sw i t ch ing  v e r s i o n  of  t h e  TPA-70 gateway 

network can on ly  hand le  p u r e l y  asynchronous l i n e s .  I t  i s  i n t ended  

t o  suppo r t  p r i m a r i l y  i n t e r a c t i v e  t r a f f i c .  Terminals  and h o s t s  

u s ing  t h e  ASCII code set can be connected t o  t h e  network w i t h  a  

l i n e  speed va ry ing  from 50 t o  9600 baud. The network i s  a  f u l l y  

au tomat ic  one,  b u t  t h e  o p e r a t o r  of  t h e  nodes ha s  t h e  p o s s i b i l i t y  

t o  change a lmost  any of t h e  o p e r a t i o n a l  pa ramete rs  a t  any t i m e ,  

i f  neces sa ry ,  f o r  each  node s e p a r a t e l y .  

The main f u n c t i o n  of  t h e  network i s  t o  p rov ide  concu r r en t  

connec t ion  f o r  hos t - t e rmina l  p a i r s .  I n  p r i n c i p l e ,  any t e r m i n a l  

can a c c e s s  any of  t h e  h o s t s  connected t o  it. The connec t ions  can 

be  f u l l y  t r a n s p a r e n t ,  b u t  a  c e r t a i n  amount o f  f i l t e r i n g  and l i m -  

i t e d  code convers ion  can a l s o  be performed. The neces sa ry  admin- 

i s t r a t i o n  of  t h e  opening and c l o s i n g  o f  any connec t ion  i s  minim- 

i z e d  i n  o r d e r  t o  make t h e  network a s  " i n v i s i b l e "  t o  t h e  u s e r s  a s  

p o s s i b l e .  However, s e v e r a l  f e a t u r e s  a r e  i nc luded  t o  p rov ide  a  

form of  remote u s e r  s u p p o r t ,  t o  enab l e  f a u l t  d e t e c t i o n  and i n v e s t -  

i g a t i o n ,  and t o  e n s u r e  o v e r a l l  c e n t r a l i z e d  c o n t r o l  of  t h e  whole 

system. 

One of  t h e  t e r m i n a l s  a t  each  node can be d e s c r i b e d  a s  a  mon- 

i t o r i n g  dev i ce  which can d i s p l a y  t h e  t r a f f i c  o f  any o t h e r  t e r m i n a l  

through t h e  node, having a  v i s u a l  copy of  t h e  t e r m i n a l  t r a f f i c  

t o  be  monitored. With t h e  h e l p  o f  t e rmina l - t o - t e rmina l  messages,  



instructions can be given to users in trouble using a particular 

system. The "Duty Officers" sitting at the monitoring devices 

can also issue commands to the host connected (which can also 

be seen by the user), thereby also providing a limited form of 

remote help and training. 

The communications lines can run at different speeds, even 

when they are interconnected. In order to avoid loss of data, 

"flow controls" are applied. 

For security reasons, a strict authorization procedure is 

also needed. Selectively for each terminal line, it is possible 

to define--at each network node separately--which hosts are 

permissible to access. This can be carried out automatically by 

default values, but can also be changed at any time--if necessary-- 

by the console operators. 

The nodes also monitor the status of the lines. In case of 

any major failure (e.g., loss of carrier), a warning is sent to 

the operator and the particular connection (if any) is terminated. 

A so-called day-file is maintained by each node separately 

containing all commands issued by any of the terminals or the 

operator, as well as status reports relating to changes in the 

status of the lines. Information regarding the date and time of 

the connections, and the number of characters transferred in both 

directions, is also kept in the day-file. 

5. STATISTICS 

The upgraded configuration of the TPA-70 was installed at 

IIASA in December, 1978. The development of the TPA-70 one-node 

gateway was finished by May 1980. The regular experimental ser- 

vice of the TPA-70 node at IIASA started in July 1980 and since 

then the node has been in daily operation, serving the following 

connections: TYMNET/TELENET, IAEA, ESA,CNUCE, Technical University 

of Vienna, and the line to SZTAKI (Hungary). The direct connection 

to the Institute for Systems Studies in Moscow was established on 

a long term basis in January 1981, followed by the line to 

Czechoslovakia at the end of February 1981. After a short test 

period the direct leased line to Moscow was discontinued and the 



connect ion t o  Moscow has  been taken over  by t h e  d i r e c t  l i n e  t o  

Prague where a  Time Div is ion  Mul t ip l exe r  provided f o r  channe l ing  

connect ion t o  t h e  I n s t i t u t e  f o r  Systems S t u d i e s  i n  Moscow and 

c o l l e c t i n g  l o c a l  t e r m i n a l  t r a f f i c .  

The development of t h e  TPA-70 gateway network was f i n i s h e d  

i n  J u l y  1981 and s t a r t e d  i t s  d a i l y  ope ra t ion  i n  August. The ag- 

g rega t ed  s t a t i s t i c s  of  t h e  IIASA TPA-70 node f o r  t h e  f i r s t  h a l f  

of 1981 a r e  given i n  F igu re  6 and 7. 

6 .  FUTURE 

A s  a l r e a d y  mentioned, t h e  c a p a b i l i t i e s  of  t h e  gateway ne t -  

work w i l l  be f u r t h e r  developed. The nex t  v e r s i o n  of  t h e  network 

system sof tware  w i l l  i n c l u d e  procedures  f o r  p rov id ing  acces s  ac- 

cord ing  t o  t h e  CCITT(X.25, PAD) reconmendations. I t  i s  planned 

t h a t  t h e  X.25 type  of connec t ions  t o  Radio A u s t r i a ,  t o  t h e  so- 

c a l l e d  "Micro" node computer of  t h e  Network of t h e  Hungarian 

Academy of Sc i ences ,  and between t h e  two TPA-70 nodes,  w i l l  be 

p u t  i n t o  ope ra t ion  i n  t h e  n o t  t o o  d i s t a n t  f u t u r e .  
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