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PREFACE 

One of the principal projects of the Task on Environmental Quality 
Control and Management in IIASA's Resources and Environment Area was 
a case study of eutrophication management for Lake Balaton, Hungary. 
The case study was a collaborative project involving a number of scien- 
tists from several Hungarian institutions and IIASA (for details see WP-80- 
108). One of the major tasks of the study was to find the proper descrip- 
tion of biochemical and hydrophysical processes according to their rela- 
tive importance in eutrophication. For t h s  purpose, among others, a 
coupled biochemical- hydrophysical model was developed. For the hydro- 
physical component a three-, two-, and one-dimensional unsteady model 
was created. This paper reports on the simplest, the l -D model. T h s  is 
capable of characterizing the longitudinal back and forth motion in the 
lake. Because of its simplicity the model is well suited to study parame- 
ter  sensitivity and the influence of uncertainties in the wind data. Most of 
the conclusions can be for multi-dimensional models. 
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APPLTCATION OF A ONE-DIMENSIONAL HYDRODYNAMIC 
MODEL TO LAKE BALATON 

L. Somlybdy and M. Virtanen 

1. INTRODUCXION 

A one-dimensional, transient hydrodynamic model for Lake Balaton 

is presented. This is the simplest acceptable approach considering the 

elongated shape of the lake, which accounts for the fast dynamics of the 

system. The research reported here is a piece of harmonized efforts, the 

final objective of whch is to describe the spatial mass exchange properly 

for the eutrophication study. In other words, the relative importance of 

water motion and the related transport should be weighed against that of 

the biochemical processes. 

For the present problem at  least two components of water motion 

are of importance: 

(i) longitudinal back and forth motion (convection), a seiche type oscil- 

lation, 



(ii) mechanisms causing large scale mixing, such as diffusion, horizontal 

circulation and vertical backflows. 

Most of them have similar time and length scales as biological processes 

(Shanahan and Harleman 1980) consequently they cannot be neglected a 

priori in the framework of the water quality study and modeling. It is 

obvious that a l -D approach is not capable of capturing phenomena caus- 

ing mixing (item (ii)) thus a simultaneous development of a 3-D model was 

decided on right a t  the beginning. Results are reported elsewhere 

(Shanahan et  al., 198 1). An option was also maintained to work out a hor- 

izontally and/or vertically integrated 2-D model depending on the conclu- 

sions of the two other modeling exercises. 

The development of the l-D model is justifiable. First of all, it is 

believed that the direct coupling ofa 3-D hydrodynamic model to the 

biochemical component through a transport model is not the proper way 

to include hydrophysical effects in ecological modeling. The experiences 

gained for the Great Lakes (e.g., Boyce e t  al., 1979) support this state- 

ment. Models are becoming too large and robust, with a structure based 

on partial differential equations, which makes it difficult to estimate 

parameters for the biochemical submodel--a basic issue in ecological 

modeling. In another way, the gain in information does not seem to be 

proportional to the increase in complexity. Second, there are serious 

computer memory and execution time problems especially where the 

time horizon of water quality modeling is concerned (year or years). 

Third, various kinds of uncertainties exist, which question the feasibility 

of a detailed approach. Here, as an example, the spatial variability of the 

wind field is mentioned, a typical feature for mountainous regions. 



Lastly, issues such as the influence of wind data uncertainty, model cali- 

bration and validation, parameter sensitivity etc. can be tackled rela- 

tively easily with a 1-D model and most of the conclusions extended to 

more sophisticated models. 

Concerning the coupling of hydrodynamic and biochemical models, 

an aggregated approach is suggested, whch is restricted to the descrip- 

tion of temporal and longitudinal changes of water quality components. 

The appropriateness of this strategy is supported by the typical longitudi- 

nal gradient observed in the lake (van Straten e t  al., 1979) associated 

with the geometrical and nutrient loading conditions (Joldnkai and 

Somlyddy, 1981), by the presumably strong transversal mixing and by the 

lack of a spatially refined monitoring network. This latter fact will not 

allow validation of a water quality model incorporating segmentation in 

the transversal direction as well. 

For such a 1-D water quality model, the cross section average 

streamflow Q (see (i)) can be derived from the 1-D hydrodynamic model. 

It is felt that for Q this latter can be equally calibrated as in the case of 

the 3-D version, which has only one additional parameter of real impor- 

tance (eddy viscosity). For the calibration, dynamic water level and the 

Limited amount of existing velocity data can be used. 

In the 1-D water quality model ( a  set of longitudinal dispersion equa- 

tions extended by biochemical reaction terms) the influence of mixing 

(item (ii)) is included in a bulk dispersion coefficient PL depending pri- 

marily on wind conditions. The 3-D model can be used for calculating DL. 

The method suggested is to perform "experiments" with the model (sirnu- 

lation of typical stormy events), and then calculate DL from the velocity 



field (e.g., as done by Fischer (1979) mainly for river problems; an alter- 

native solution is to  derive the dispersive flux directly.) Finally, the gen- 

eralization of DL as a function of wind parameters can be acheved realist- 

ic ally. 

At  present three different biochemical models are being developed 

(van Straten and Somlyddy, 1980) wbch assume that the lake can be 

divided into four completely mixed boxes (segments), interconnected by 

the hydrologic throughflow and a wind dependent exchange flow. Accord- 

ingly, the final question to be answered on the basis of the l-D model& 

whether the four boxes can be maintained and if yes, how the segments 

may be linked. A positive answer, among others, would be that a model 

structure based on ordinary differential equations could be realized, 

being more easily accessible to parameter estimation, identification, and 

sensitivity analysis. 

As mentioned earlier, the development and application of the l-D 

hydrodynamic model is discussed here, which is an essential element for 

establishng the water quality modeling procedure outlined above. 

The report is organized as follows. Chapter 2 gives the background 

information required for model development, calibration and validation 

for Lake Balaton. Chapter 3 gives the governing equations and their 

numerical solution by an implicit finite difference method. An effective 

solution technique for the system of linear algebraic equations is also 
- . -  

presented, and a careful stability analysis is performed. subsequently, 

numerical tests of the algorithm carried out are presented. Chapter 4 

considers model calibration and sensitivity analysis. The next chapter 

deals with model validation. For this purpose, several historical stormy 



events are employed. In Chapter 6 a portion of the same events are simu- 

lated by including a random component in the observed wind direction. 

The objective of t h s  Monte Carlo type analysis is to call attention to the 

input data sensitivity as compared to parameter sensitivity. Chapter 7 

considers long-term computations and their evaluation. In the last 

chapter, conclusions are drawn. 

2. BACKGROUND INFOFUdATION FOR MODEL DEXELOPMENT 

In this chapter a summary is given on major characteristics of the 

lake required for the development of the present model. For more 

detailed information the reader is referred t o  Muszkalay (1973), Gyorke 

(1975), Bd11 and Takacs (1974), Somlyddy (1979), and Shanahan et  al., 

(1981). 

The lake is long and narrow (78 km by roughly 8 km, see Fig. 1) and 

extremely shallow. The average depth is 3.14 m and is everywhere less 

than 5 m deep, except in one small area at  the Tihany peninsula whch 

divides'the lake. A sudden contraction occurs formed here and the 

cross-section area changes in 3-4 kms distance by a factor of 6-7. In this 

region, a river type water motion is observed, whch  changes direction 

depending on wind conditions and the associated water level oscillation. 

The velocity may exceed 1 m/s ,  a very high value (Muszkalay, 1973) whlle 

in other areas of the lake it is generally less than 0.1 - 0.15 m/s .  The 

shallowness of the lake permits a water motion response even to mild 
. . 

winds and also because of the fluctuations in the wind field,a steady state 

never exists. This is well demonstrated by the velocity measurements of 

Shanahan e t  al. (1 981). 



The prevailing wind direction lies between NW and N. This is even 

more pronounced if events of strong winds (> Bm/s) and summer periods 

are considered (BC11 and TakAcs, 1974). The second most frequently 

occurring directions are SE, ESE, and SW which may dominate in autumn 

and winter time. The monthly average velocity ranges from 2 to 5 m/s ,  

however, the maximum value may reach 30 m/s  (Fig. 2). The hourly aver- 

age wind exceeds the B m/s  value a t  Sidfok approximately during 15% of a 

year (BC11 and Takdcs, 1974). The number of seiche type events (specifi- 

cally, seiche is the lake's response to a single wind impulse) reaches 1000 

in a year (Muszkalay, 1979). 

The temporal and spatial changes in wind are strongly influenced by 

the surrounding hills of the northern shoreline. Hills cause not only a 

nonuniform wind distribution along the northern shoreline, but also a 

highly variable velocity field above the lake, due to sheltering, channeling, 

deviating, and separating effects of mountains and valleys (the position of 

the latter is generally perpendicular to the lake's axis). The average wind 

characteristics clearly point to this phenomenon. For instance, at the 

eastern end of the lake the prevailing direction is NW, a t  the other end N ,  

while in the middle on the southern shoreline NE (BC11 and Takdcs, 1974). 

The spatial changes in the direction are clearly indicated by a com- 

parison of the records for Keszthely and Sidfok for 1977 (8 observations 

per day). Accordingly for W > 3 m/s ,  the mean value of the difference in 

angle is 39 degrees, while its standard deviation is 36 degrees, resulting in 

a very wide domain in which the direction can range in space above the 

lake. Due to the sheltering effect mentioned above, the average wind 

speed is higher by 40-60% at Sidfok than a t  Keszthely. This effect recurs 



consistently, as is clearly indicated by Fig. 3, which shows the daily aver- 

age wind speed in 1977 for three stations (see also Fig. 1). The longitudi- 

nal component, whch is of importance for the 1-D approach, is given in 

Fig. 4.+ The regions richest in wind energy are the Szigliget Bay (Fig. 1) 

and the eastern end of the lake. From the presence of mountains and the 

"smoothness" of water surface contrasted to the "roughness" of the sur- 

rounding topography also a transversal non-homogeneity follows. Obser- 

vations made on ships plying between Sidfok and Fiired (Fig. 1) clearly 

indicated for NW wind conditions a continuous reduction in speed, up to 

40%, after leavlng a roughly 3 km wide southern zone. 

The number of wind recording stations (Sidfok, Szemes, Keszthely, 

and some provisional gauges, see Somlyddy 1979) does not allow accurate 

specification of the wind field characterized above. Thus, in the present 

modeling effort, the uncertainty associated is stressed and will be 

accounted for. 

The most detailed study on the lake's water motion was performed 

by Muszkalay (1973) who collected a decade of water surface elevation 

observations at up to ten stations around the lake (Fig. 1). Simultaneous 

measurements of wind speed at one or two stations and occasionally of 

water current in the strait of Tihany complete his data base. The meas- 

urement shows the lake to be in seemingly constant motion, as already 

stressed. A strong wind of only a few hours duration can lead to consider- 

able oscillations. A typical month-long record showing both longitudinal 

I t  is stressed that  the  continuous record or the  hourly values being generally used for model- 
ing purposes would give much more scattered picture compared to  Fig. 3 (for example the I ! . .  standard deviation of 1 w t h m  a day derived from hourly values has the same magnitude 
than the  daily average, w2, see Somly6dy, 1880). 



and transversal modes is given in Fig. 5. The data are well suited to study 

seiche, combined oscillations, denivellation etc. (see Muszkalay, 1973) 

and serve as a basis for model development. 

Having his observations Muszkalay selected typical stormy events 

and looked for empirical relationships for the maximal longitudinal deniv- 

ellation along the lake and velocity at  the strait as a function of wind 

parameters. Based on a regression analysis the following equations were 

gained (Muszkalay 1973) 

and 

U* = 500 10s5 - 0.5 . (2) 

Here W, is the longitudinal component of maximum instantaneous wind 

speed observed during the storm (measured at  Szemes, Fig.(l)), 

a* = a - 247.5 the angle between the velocity vector and the lake's axis 

( 1  a*( s 90") and T the duration of the storm [h] (T < 12h). In Eqs. ( la)  

and ( lb )  the maximum longitudinal denivellation [-] is determined from 

the difference of extreme stages at  Keszthely and Kenese. It is a ficti- 

tious quantity in the sense that these extremes may not, in fact, occur at  

the same time (the lag is however not large). U* is the maximum velocity 

during the event in standard cross-section Nr. 25 (VITUKI 1976) at  a verti- 

cal measured 250 m from the northern shore, 1 m below the free surface. 

The cross-section area is here approximately 4000m2 and 

U = (0.8 - 1.0) u*, (Muszkalay, 1981, personal communication), U cross- 

section average value. 



Since Eqs. (1) - (2) will be effectively used later further comments 

are given here on their features: 

(i) as is apparent from Fig. 2, the specification of T also depends on sub- 

jective judgement; 

(ii) the instantaneous peak wind speed, W,,, is essentially larger than 

the peak for a reasonable averaging period, (e.g., an hour, see again 

Fig. 2), %,,. Based on a statistical analysis on historical data the 

ratio moves around 1.2 - 1.3; 

(iii) I linearly depends on W,, although theory suggests a quadratic rela- 

tionshp. It is noted however that most of the data utilized lay in the 

5 - 12 m / s  wind speed domain if (a'l < 22.5 (see Muszkalay, 1973) 

and a quadratic fitting could have been also done; 

(iv) for 1 a* 1 > 22.5,I > 0 if W, = 0 ,  a clear indication of the non- 

homogeneity in the wind field; 

(v) there was not enough data available to find a continuous function 

between I and a*; 

(vi) within 12 h I did not reach complete saturation. 

On the whole,however, Eqs. (1) - (2) comprise the major features of the 

system and as such are well applicable for model calibration. Major 

advantages are that simplified stormy events (parametrized, e.g., by one 

velocity, direction and duration values, respectively) can be satisfactorily 

employed and time can be eliminated in the course of the evaluation (see 

later). Because of issues (i) - (vi) a perfect agreement to Eqs. (1) - (2) is 

certainly not expected. It is stressed that following the calibration, real 

historical scenarios should be used for validation. 



3. MODEL DEYELOPMENT 

3.1. Governing Equations 

Water motion along the lake's axis x (see Fig. 1) is described by the 

one-dimensional equations of motion and continuity often adapted for 

river flow situations (Mahmood and Yevjevich, 1975; Kozdk, 1977): 

where the latter can be written as 

Oz - $UB(H, + z)] . Bat- 
Here U = Q/ A longitudinal flow velocity averaged over cross-section, 

A = B(Hl + z), Q streamflow rate, z water level elevation, B width, H1 non- 

disturbed water depth, H = H1 + z real depth, 7, wind shear stress at  the 

water surface, T~ friction shear stress at the bottom, p water density and 

g gravity acceleration. 

Using the definition of U and A, furthermore Eq. (4), Eq. (3) can be 

rearranged and the following set of equations should be solved: 

1 aQ - --- -g ax- az 2-- Q ~ Q + E ? L + L ( ~ ~ + ~ , ,  
A a t  ~2 ax A3 ax HP (5) 

A = A , + B z  , (7) 

H = H 1 + z ,  (8) 

where Al belongs to the motionless water level and i t  is assumed that 

B(z) = const. for small (z]. 



The shear stresses are described by introducing the drag coefficient 

CD and bottom friction coefficient h (see e.g., Lick, 1976; Virtanen, 1978): 

where pa is the air density, W and Wx wind speed and its longitudinal com- 

ponent, respectively, and n the bottom friction exponent (o S r s  1; here 

the quadratic law will be used, n = 1). 

On account of mathematical and physical reasoning, dimensionless 

quantities will be introduced (e.g., elements of the same magnitude can 

be arrived at  in matrices to be inverted, an essential numerical advan- 

tage). As scaling factors, typical depth, width, length and velocity 

Ho,Bo,Lo,andUo, respectively, will be employed as follows: 

and 



Applying these expressions and dropping the asterisk notation, Eqs. 

(5)-(7) will be transformed to 

Fr aQ 1 az 
64--=---- 

Q EL+ 
A a t  

(d2 + d3) Fr - 
Fr ax ~2 ax 

a A  1 1 Q 181" + 63Fr ij;-+ r,Fr IWl - r b  Fr - H ~ 1 + n  I ( 5 4  

a z aQ B -= -- 
a t  ax ( 6 4  

A =  - + 6,Bz 
HOBO 

(?a) 

H 1 H = -+ 6 , ~  , 
H 0 

where Fr is the Fronde number 

u o  
F r =  -, 

din0 

r, and rb  wind and bottom friction parameters, respectively 

In the system of equations three nonlinear effects are incorporated 

such as 

(i) the effect of water elevation on A and H, 

(ii) the role of the time derivative of Q / A  through the continuity, and 

(iii) the convective acceleration. 

Simultaneously with the scaling, each of the corresponding terms and in 

aQ addtion, also the term - were supplied by an artificial coefficient 
a t  

bi (di = 0 or 1, i = 1...4), in order to make possible a separate study on 

their relative importance (note if bi = 0, i = 1.. .4, the diffusive wave equa- 



tion, while if in addition a z /  ax = 0 it results in the kinematic wave equa- 

tion). It has to be mentioned that the bottom friction obviously also 

causes nonlinearity if n # 0. 

3.2. Initial and Boundary Conditions 

As initial conditions, Q(0,x) and z(0,x) should be given. Most fre- 

quently a nondisturbed initial state is assumed, leading to  

Q(0,x) = z(0,x) = 0. 

Boundary conditions for one of the variables should be specified a t  

the two ends of the lake x = 0 and x = L, respectively. For lake problems 

generally Q (LO) and Q (t,L) are  given. If no inflow and outflow take place, 

as will be assumed here, Q(t,O) = Q(t,L) = 0. 

3.3. Numerical Solution 

Bearing in mind criterion of consistency, stability, convergency, and 

accuracy of the numerical solution, furthermore the need for a fast 

method on computer for allowing the simulation of a year or a couple of 

years an  implicit finite difference scheme (Mahmood and Yevjevich, 1975) 

is selected to  which a matrix sweep t e c h q u e  is coupled. 

3.3.1. Finite difference scheme 

Time derivatives are approximated by differences centered in space 

and time 

while for space derivatives the differences are centered in space but 

weighted in time 



a f 1 -= - [ 6  ( f i + ,  - fi)J + + ( I  - 19) (f, + I - fi)j ] . ax A% (16) 

Superscripts j and i refer to time and location in space, respectively, At 

and Axi are the corresponding increments (Ax is not necessarily equidis- 

tant) and 6 weighting parameter, 6 = 0.5 - 1 (see e.g., hggett and 

Cunge, 1975). The scheme is unconditionally stable in the given range for 

6. Accuracy reasons suggest a value near to 0.5. For the coefficients and 

non-derivative terms in Eqs. (5a) - (Ba) space-centered, forward-time 

approximations are employed 

1 [f]! = (ti + f i  + . (17) 

For bottom shear, however, a more detailed approach, centered in space 

but weighted in time is used (0.5 s dl s 1). 

and SJ + is calculated through linearization 

The space and time centered scheme (15) is then used for time deriva- 

tives in Eq. (19) 

With these approximations and by defining new variables 

%=Q!+I  -Q! (20) 

" i = Z j + l -  z,J ' , 

from the equations of continuity and motion the following system of linear 

algebraic equations results. 



A l i 4  + Aavi + A3i4 + 1 + A4ivi + 1 = A5i . 

Bliui + Bavi + B3i4+I + B4ivi + i = B5i . 

The coefficients Ali . . A5i, Bli . - . are given in Appendix I. 

3.3.2. Solution of the system of linear algebraic equations 

Since i ranges from 1 to (N-1), Eq. (21) leads to (2N-2) equations 

closed then by the boundary conditions for 2N unknown variables. In 

practical cases the number of equations to  be solved at  each time level 

may exceed some hundred or thousand resulting in an  unrealistic execu- 

tion time when using traditional solution techniques. For this reason a 

matrix sweep method is developed here which is a modified version of the 

computationally efficient double sweep technique originally established 

by Preissmann (see e.g., in Mahmood and Yevjevich, 1975). The essence 

of the method is based on two features of the present problem: 

(i) Eq. (21) is linear 

(ii) A boundary value problem is handled (ul  and u~ are known). These 

properties allow computation of the new values a t  level ( j  + 1) from i 

to (i + 1) in an explicit fashion rather than deriving all the unknown 

variables simultaneously in one step. 

For purposes of clarity Eq. (21) is rearranged to a matrix form 

and the B, and Bi matrices and the ci vector include the known coeffi- 

cients Ali . . . A5i, Bli . . . B5i. Since the linear relation between y, + and 



~4 stated by Eq. (22) is satisfied for all i values, 1 < i < (N - I), it also 

exists between and y l .  Accordingly, one may select in two subsequent 

steps arbitrary values vfl) and vi2) and compute the corresponding out- 

put vectors &) and &). The accurate y~ value fulfilling the boundary 

conditions can then be gained from the linear combination of and 

As all the matrices and vectors $, Bi, and zi are known in advance a 

direct relationshp can be achieved between a and y1 by the repeated 

use of Eq. (22) as follows 

from which provided that a2, # 0 

1 
V1 = - ( u ~  - a22 U] - b2) 

a21 
(25) 

follows. The computation of & can then be recursively performed using 

Eq. (22) or (23). Comparison of the value u~ derived with the boundary 



condition specified gives a direct idea of the magnitude of round-off 

errors (see later). 

After getting ui, vi, the new values of streamflow rate, water level, 

depth, and cross section area are calculated as follows: 

Q! + 1 = Q; + ui 

i $ + l = q J + v i  

H!+ = H! + 6, vi 

q + 1 = q + 6 1 ~ i v i .  

The same procedure is repeated on the subsequent time levels. 

The essential feature of the method developed is that due to the 

decomposition outlined N number 2 x 2 matrices should be inverted as 

contrasted to the inversion of a single matrix of 2N x 2N dimension. Thus 

the number of elementary operations and execution time is propor- 

tionate to N rather than to N ~ .  A different advantage associated with the 

matrix treatment is that stability can be relatively easily analysed, the 

subject of the subsequent section. 

3.3.3. Stability 

As was noted before, the implicit finite difference algorithm adopted 

is unconditionally stable in time for the "background weighted parame- 

Ler values fl r 0.5 (Mahmood and Yevjevich, 1975). In the present solution 

technique, however, within each time level as well the new values are gen- 

erated recursively from the boundary to the interior, Thus the error pro- 

pagation in space must be separately analyzed. 

Thanks to the small size of the amplification matrix&-' Bin its eigen- 

values A', A2 and eigenvectors can be even analytically solved. With them 



the amplification matrix can be transformed to diagonal form 

provided that the transformation is well defined ( 1  I%-' 1 I I lEi 1 1 < K < =). 

Then its stabilizing properties can be described and analyzed by means of 

eigen values (see Appendix 11). 

Since the system of equations is unconditionally stable in time, the 

"strong stability" I I&-' Bi I I < 1 is not absolutely necessary in space. The 

value of the acceptable upper limit I la-' BI 1 for ( (AT' Bi I I depends on 

the number of grid points N and on the desired accuracy E .  An initial 

error 4 ( (&I < c0) a t  i = 1, . .., N - 1 will be amplified to the end of the 

basin to 

1 

satisfying I JQJ 1 < E  if ( I A - ' B ~  l o <  ( E / E ~ ) ~ - '  , 

A practical measure for- is the difference between the given boun- 

dary value Q& and the value QA- ' + u~ computed through the algorithm. 

Since no direct evidence of the actual origin of the initial error is avail- 

able only a qualitative (or statistical) confirmation of these relations is 

possible by numerical tests (see later). 

The analysis of the matrix norm takes a somewhat different form 

according to whether certain elements are zero or not. Besides, on non- 

linear terms this depends on two factors, viz. on the explicit inclusion of 

the time-derivative to the equation of motion (J4 = 0 or 1) and on the bot- 

tom friction and velocity (glrb I UiIn and Ui), (see Appendix 11). 



Figure 6 illustrates the behavior of the matrix norm as a function of 

the time-step in the four different situations deriving from two indepen- 

dent binary value parameters (64 and rb dl  I Ui I n  = 0 or # 0): 

l a  As can be seen for the frictionless diffusion wave approach 

(d4 = 0) stability is improved by enlarging the time-step (Fig. 6a). 

2' Still for a frictionless case, but with local acceleration (64 = 1) a 

singularity exists (Fig. 6b) which defines a critical time step At,, (infinite 

error amplification in space) 

2.9 At,, <H~ 
-= 1 . 

Axi Fr 

Either sufficiently small or large time-steps lead to  stability. 

3', 4' Inclusion of nonzero friction makes stability depend on local 

velocity Ui which varies withn large limits and will result in formally a 

2 d At,, <Hi 

Fr 
= f ( r b , d l ,  n, Ui) Axi 

type relationshp (for details see Appendix 11). With positive velocities the 

singularity observed in F~gure  6b is shifted towards larger time-steps 

simultaneously increasing the matrix norm at  large values of 

2 d ~t f l i  -- , The amplifying matrix norm should be sufficiently limited 
Ax,  Fr 

with all possible velocity values and for this reason quite a wide range of 

time-steps must be ruled out. In principle, the corresponding graphs 

(Figs. 6c and d) are similar to that of case 2" but due to the character of 

Figure 6c only large time increments are acceptable. 

For practical applications it is advisable to select A t  to be as large as 

possible. An upper limit is given by the period of free oscillations T, in the 



lake and by the accuracy desired. For coarse description values of 

T/10 ... T/2 and even more might be suitable (see later). Stability can be 

improved by increasing the interpolation parameter d, but this will cause 

numerical damping (see later), so d = 0.5 is preferable. Bottom friction 

weighting parameter dl is relatively ineffective on stability. 

Since the bottom friction coefficient, rb  should be established 

through calibration, Axi is the other essential parameter to control stabil- 

ity. On the basis of lake geometry it can be selected quite freely. As a 

guideline Figure 6 and Eqs. (29) and (30) can be used to harmonize At and 

A%. 

3.4. Numerical Tests of the Algorithm 

Numerical properties of the solution algorithm and the correctness 

of its computer realization were checked by a number of test simulations 

for rectangular basins and simple conditions. Two basic examples were 

considered for whlch analytical solutions can be derived: 

(i) Initially a motionless, sinusoidal water level with amplitude E is given 

which then begins to oscillate under the influence of gravity. No 

winds, boundary currents and friction are assumed, furthermore 

nonlinear terms are neglected. 

(ii) A still and level water body is assumed, on which a uniform constant 

wind acts (step-like wind input). The water level converges through 

oscillations to the steady state (set-up) where the water surface lies 

inclined against the wind and no currents exist. Next only example 

(i) is discussed. About test case (ii) i t  is briefly noted that the 

assymptotic behavior of the system was satisfactorily reproduced 



(see also Fig. 13 in the subsequent chapter). 

A basin similar in geometry to Lake Balaton (length 80 km, width 8 km, 

depth 3.3 m, theoretical seiche period T = ZL/<gr-I = 7.5h) was selected 

and with scaling Fr = 1 realized (as space step Ax = 2000m was used). For 

the frictionless situation without nonlinear terms the critical time step 

(see Eq. 29) is given by + Atcr = 174s. 

For I9 < 0.5 the solution was stable and accurate provided that 

At < At,,. For I9 = 0.5 satisfactory solutions were produced both for small 

and large time steps (At # At,,). At = T /  4 resulted in still satisfactory 

agreement both for amplitude and phase, but besides T/4 a small numeri- 

cal lag in the wave propagation started to appear. Finally, with very large 

time steps At > T also the wave amplitude was damped. For I9 > 0.5 simi- 

lar behavior was observed but with a strong numerical damping (even if d 

were close to 0.5, between 0.575 and 0.65). Based on the simulation 

results the computed boundary error E N  was analyzed. This followed 

roughly the relation 

with x = 2qgR d At/ Ax and eo = With friction, a much more casual 

behavior of the boundary error appeared. With At in the critical region 

 at,,^, < At zz At,,,, (see Figs. 6c and d) an instability was seldom met. 

Outside this region no instability was observed. 

The test examples justified the applicability of the algorithm 

developed. The experiences gained in practice also proved that "weak sta- 

bility" is sufficient. Based on the analysis outlined At < 100s or At > 1000s 



can be adapted for the present problem if Ax = 2000m (in the majority of 

cases l B O O  or 3600 s will be used for At). For reasons of accuracy, 

19 = = 0.5 is suggested. The computations performed also support the 

adequacy of stability analysis which was mainly of a linear nature and, in 

as much as based on the concept of eigen values, strictly justified for the 

case of constant coefficients; a condition which will not be satisfied in 

practice. 

Finally, it is mentioned that the influence of nonlinear terms dis- 

cussed in Section 3.1 is negligible in most of the cases. The same is not 

valid for the term aQ/a t  thus the diffusive wave approach cannot be 

applied. It is also noted that the matrix sweep technique turned out to be 

faster roughly by two orders of magnitude on the computer than conven- 

tional inversion techniques for the original system of equations (21). 

4. SENSITMTY ANALYSIS AND MODEL CALIBRATION 

As mentioned earlier, in the course of the calculations for Lake Bala- 

ton, Axi = Ax = 2000 m was chosen. The parameters of 40 cross-sections 

(4, Bi and Hi) were established on the basis of geometrical data of stan- 

dard cross-sections (VITUKI, 1976). For runs presented here the time 

step At was 1800 s (O = O1 = 0.5 and n = 1). The wind input, of rectangu- 

lar profile most used in this chapter was numerically represented by 

m = T/ At + 1 number of nonzero wind velocity values, Wj = W = const 

(1 S j < m, T the duration of the event). 



4.1. Sensitivity Analysis 

Subsequently, the influence of geometric data, bottom friction coeffi- 

cient, drag coefficient, the appropriateness of rectangular wind profile, 

and the description of the wind field are discussed. As a point of refer- 

ence, the parameter values of the final calibration (see Section 4.2) is 

used (CD = 0.0013 and X = 0.003 for the two most important parameters). 

4.1.1. Geometry 

A numerical representation of the lake for the 1-D treatment fulfil- 

ling some global criteria (total volume and surface area, etc.) can be rela- 

tively easily realised. The major problem is given by the approximation of 

the lake's geometry in the vicinity of the peninsula forming a Venturi type 

structure (see Fig. 7 for the cross-section area) which results in nearly 

half of the energy loss from friction in the system. In this region it is of 

major importance that the discretization adapted (note that many possi- 

ble methods exist) should be well harmonized with the numerical formu- 

lation of the problem and give the same friction loss (the locally dominat- 

ing term in Eq. (3)) as a continuous description. The relevance of this 

argument is well illustrated by Fig. 8 which shows how extremely sensitive 

the solution is (maximal denivellation and the discharge a t  the peninsula) 

on the single cross-section area a t  Tihany (Nr. 25, see Fig. 7, or i = 28 in 

the model). 

Keeping in mind Eq. (10) and assuming that Q(x) " const. in the vicin- 

ity of the peninsula (defined by coordinates xl and xz), a satisfactory 

approximation of the friction term is achieved if 



is approached properly with the use of Eq. (17). Given k on the basis of 

Fig. 7, a single equation is obtained for A2?, AZBo and Azs and any feasible 

combinations of these can be adapted (this is well proved by model 

simulations--a more accurate procedure). The selected values are given 

in Fig. 7. It is apparent that the throat cross-section is slightly higher 

than the real one, simply no realistic combination with smaller A,, exists. 

Because of this minor difference, the use of discharge is preferred for 

calibration in Section 4.2 over velocity. 

4.1.2. Bottom friction coefficient 

Ths is the most essential model parameter which influences not only 

the maximal denivellation and discharge but also the damping. This is 

well illustrated by Fig. 9 showing the water level oscillation at one end of 

the lake, Keszthely. The wind input was characterized by T = 2 h and 

W, = 8 m/s .  The friction coefficient, A, ranged in a wide, but still realistic 

domain, 0.0075 - 0.024. For small A the first and second amplitudes are 

nearly equal, while for large value the oscillation is practically completely 

damped out after the first half period. The pattern is similar for Q(t) with 

a slightly smaller damping effect. 

The idluence of A can be more easily captured and the sensitivity 

analysis better used for the purpose of calibration if the maximal denivel- 

lation defined by the second and first amplitudes, respectively, I ( ~ )  / I('), 

are considered. As can be seen from Fig. 10, the water level is relatively 

insensitive on A in the vicinity of the nominal value A. = 0.003 (see later). 

In the domain (0.25, 8) for A/Ao,  I moves in the +15, -25% range. The velo- 

city at Tlhany shows a l g h e r  sensitivity, whle the most pronounced 



changes can be observed on I(')/ I('). It is noted that a similar figure was 

gained also for wind events of longer duration. 

4.1.3. W i n d  drag coefficient 

Because of the uncertainties in the wind field, no attempt was made 

to consider CD as a function of wind speed or other parameters (see, e.g., 

Wu 1969; Graf and Prost 1980; Shanahan et al. 1981). As indicators for the 

sensitivity the same parameters, I / Io  and Q/Qo were employed. Fig. 11 

shows the expected linear dependence for water level from which a qua- 

dratic relationship follows for the longitudinal component of the wind 

speed. The change in Q has a slightly non-linear tendency. 

Obviously, CD's being directly related to the wind energy input to the 

water body, has a major influence on both I and Q. A associated with the 

bottom shear has an opposite effect. From the complementary character 

of Figs. 10 and 11 follows that there is no unique, "best" parameter vec- 

tor, but several combinations of A and CD can give approximately the 

same results for I and Q. The knowledge of the damping properties of the 

system is consequently very important (see p3 in Fig. 10): information 

which helps to fix the reasonable range for A and subsequently also for CD 

(see later). 

4.1.4. W i n d  profile 

The rectangular wind input will be used later for calibration as well. 

In reality, however, no such event occurs. In addition, many different 

profiles can be specified by the same parameters, T and W, (see Chapter 

2). Although the appropriateness of the model and parameter values 



found in calibration should be justified through validation, still it is obvi- 

ously advisable to test the model sensitivity on the input profile in 

advance. 

Here the results for one type of distribution is presented. The profile 

was specified by radial lines as shown in Fig. 12. The wind set up occurs 

gradually, depending on nl, the number of time steps when 

~ j # O z W , , ( n , = O , l  , . . . ,  4). 

Two situations were realized: 

1" W,, = 8m/s 

2" W = Bm/s, W,, 2 Bm/s, where the overbar indicates averaging for 

period T. 

The results for P1 and 8, are given in Fig. 12. As can be seen the sen- 

sitivity is slightly higher for the case 2". If however results of type 2" 

were related to that gained with the corresponding W,, values (8, 8.47, 9, 

9.6, and 10.3 m/ s  for n = 0...4), but of a rectangular distribution, practi- 

cally 1" curves were obtained again. This suggests that W,, is appropri- 

ate for characterization of a storm,as used by Muszkalay (see Section 2) 

and furthermore that the results are not necessarily sensitive to the 

shape of the wind input. In fact, if the length of the set up is restricted to 

1.5 h (n  = 3). a relatively long period compared to the duration of the 

storm, an error still smaller than 10% is resulted in. Consequently the 

rectangular profile can be satisfactorily used for model calibration. 

It is noted, that another profile family similar in concept to the pre- 

vious one, but symmetrical to T/2, was also tested. Similar experiences 

were gained with somewhat higher sensitivity. This example was found 



less typical since the maximal I and Q values do not depend on wind 

abatement and the symmetric character causes a higher distortion in 

W,,,/W. 

4.1.5. Description of the wind field 

From the characterization of the wind field in Section 2 both deter- 

ministic and stochastic changes in wind parameters (absolute value, (WI 

and angle a) follow. Here the first type of variation is dealt with. Three 

phenomena are accounted for: 

(i) linear wind speed distribution along the lake 

(33) 

where WLI2 can be approximated by observations done at  Szemes (or 

by the arithmetical mean of speeds measured at  Keszthely and 

Sidfok, respectively). Based on a statistical analysis of data for 1977 

(see Fig. 3) and the explanation given in Section 2, a,, ranges between 

0.1 - 0.2. Here also utilizing the results of several test simulations 

a. = 0.15 will be employed. a. modifies primarily the ratio of water 

level amplitudes measured at  the two ends of the lake, and has a 

slight influence on I and Q. 

(ii) longitudinal distribution of a 

The information available (see Section 2) clearly indicates that a is 

not uniform along the lake. The findings of Muszkalay suggest that 

even if the wind direction is perpendicular to the lake's axis at  one 

measurement station, the same condition is not true for the largest 

portion of the water surface. Consequently, zero longitudinal deniv- 



ellation can rarely be observed unless W is very small. 

Here various hypotheses were made on a(x) and tested whether they 

may lead to a better description of the back and forth motion, espe- 

cially if 1 a - 274.5 ( is small, or not. Since the final conclusion was 

negative, a(x) = const. is assumed subsequently. An example will be 

given later in relation to the issue in question. 

(iii) change of the wind direction across the lake 

The wind direction changes also across the water surface and its 

average value above the water surface differs from the observed a at 

the southern shoreline (Szemes). This effect is important if the dis- 

turbing influence of hills (see Section 2) becomes dominant. 

Based on simple aerodynamic considerations it was assumed that the 

series of hills act as a cascade, causing an increasing deviation in the 

wind direction, followed by a separation zone, as a moves from 247.5" (the 

angle of the lake axis) to 337.5". Ths hypothesis was introduced by the 

modification of the longitudinal wind force (see Eq. (57)) if 

0 < a* = a - 247.5 S 180 

W, IWI = w2[f(a*)cosa* + k, sinn a*] , (34) 

where 

and the parameter values were fixed to kl = 0.1 and n = 0. If 

a* > 90°,f(a*) = 1. According to Eqs. (34) and (35) there is a small change 

in 7, if a* < 22.5", then W, decreases compared to the original value up to 

roughly 65" followed by a relative increase and leading to a non-zero 



value if a* = 90". This transformation comprises the findings of Eqs. ( l a )  

and ( lb)  but considering a* as a continuous variable. 

4.2. M ode1 Calibration 

The objective of this section is to  determine the two most essential 

parameter values X and CD, respectively. For this purpose wind events of 

duration 2 and 12 h were selected. IWI and a were systematically changed 

and the major results, I and Q, compared to Eqs. (1) and (2). 

Figs. 13 and 14 give an indication of the influence of T. As can be 

seen, beside T = 12h, a larger denivellation results, as compared to  

T = 2h, but the further increase of T(e.g., a step-like wind input) does not 

now induce a higher fluctuation. For Q the maximal values are even 

equivalent for the three situations. After the decay of the wind, an abrupt 

change takes place in the water level. In accordance with the experi- 

ences, the second amplitude is approximately 30% of the first one, and 

one or two more significant amplitudes can be observed. This reasonable 

system behavior was achieved with bottom friction X = 0.003, and drag 

coefficient CD = 0.0013, both being realistic values. For the case set up 

the water surface approaches the steady state solution through small 

oscillations, while Q converges obviously in all three cases to  zero. 

The maximal denivellations as a function of W, are given in Figs. 15 

and 16 for the two different domains defined by Muszkalay (Section 2). 
- 

His equations were transformed by assuming W,,, W,, = 1.2-1.3 (see 

Section 2, item (ii)) and the corresponding ranges are illustrated. Bear- 

ing in mind the comments (i) - (vi) in Section 2 the model calibration is 

successfully performed for ( a  - 247.51 < 22.5". The model response is 



acceptable also for the more transversal wind conditions (Fig. 16). Since 

the same W, component can be realized by various (W,a) combinations, 

here the velocity isolines are indicated separately for 

W, = 8.12 and 16m/s, respectively. 

Fig. 17 shows that the saturation for I takes place at  smaller value of 

T as contrasted to Eq. ( I ) ,  a feature which was already observed in Fig. 13. 

Fig. 18 illustrates the comparison for the maximal discharge of stormy 

events. As a basis Eq. (2) was adapted by assuming A = 4000m2 and 

U = 0.8-1.0~'  (see Section 2). Fig. 18 shows that the (Q, I) domain 

derived from the model coincides satisfactorily with the empirical range 

based on Muszkalay's observations. With this final step, the calibration 

procedure ends. The validation of the model is discussed below. 

5. MODEL VALIDATION 

For the purpose of validation more than ten hstorical storms were 

selected from among Muszkalay's observations (Muszkalay 1973) and 

simulated under parameter values found in the previous section. The 

events chosen covered most of the possible stormy situations character- 

ized by direction, speed, their changes, duration, etc. As input, hourly 

wind data measured at  Szemes was used. The time step of the computa- 

tion was 3600 s. For comparison, water levels observed at  the two ends 

(Keszthely and Kenese) of the lake and discharge derived from velocity 

measurements at  the peninsula (if they were available) were used. Subse- 

quently, six examples will be discussed. The first two can be character- 

ized by wind directions coinciding approximately with the axis of the lake, 



the next three by perpendicular directions, while the last one consists of 

a set of subsequent, different events. 

5.1. Event No. 1 (date: 16/11 / 1966. 8 a.m.) 

The entire period covered a relatively long storm, when the wind blew 

from the east,  followed by three smaller storms of various character (Fig. 

19a). The corresponding wind shear stress pattern is illustrated by 

F=W,(WI in Fig. 19b. The shape of the water level is quite similar to that  

of the wind force and from this single example, a linear relationship 

between the two could be hypothesized. The maximum denivellation 

reaches 0.7 m, approximately one fourth of the average depth, one of the 

highest values observed. No second amplitude can be observed, which is 

mainly due to  the gradual decay in the wind shear. The agreement 

between simulated and observed water levels is excellent. The discharge 

shows in the range (-2000; 3000 m3/s) a highly fluctuating character. The 

mean value of the time series is negligible compared to the absolute 

values. During the first 25 hours of the storm more than 50.106m3 water 

(nearly 10% of the volume of the Sidfok basin) is transferred to the 

Szemes basin. This, however, does not mean the full mixing of this 

volume in the neighboring segment of the lake since the average distance 

travelled by a fluid particle is in the magnitude of 2-3 kms during the 

same event. Fig. 20a shows the entire solution z(t,x) in the three- 

dimensional space. This gives a higher visibility on the fluctuation of the 

free surface. The drastic change near the strait is especially apparent; 

an obvious consequence of the Venturi type structure here. 



Fig. 20b includes the solution surface Q(t,x). For the sake of better 

understanding, only a subdomain of Q(t,x) was plotted, from Keszthely to 

Tihany in space, and 0-30 h in time. The figure clearly shows the role of 

the boundary condition and suggests a t  some time levels the existence of 

non-unidirectional flow. Some influences of the peninsula can also be 

observed. This is certainly much hgher  in terms of velocity. 

5.2. Event No. 2 (date: 28/9/ 1965, 9 a.m.) 

Compared to the previous example, there is a 180 " shift in the wind 

direction (SW) with similar velocity values, thus resulting in the same 

order of magnitude for wind shear stress (Fig. 21, a and b). The event is 

like a storm surge with a duration of less than five hours, therefore the 

damping of the system can be better judged (Fig. 21c) than in the case of 

Event No. 1. The model captures reasonably well the water level motion 

except a t  the very beginning of the period for the eastern end of the lake. 

Here, most probably the wind set  up started earlier and this fact is not 

reflected in the Szemes record. The discharge has a time pattern whch 

is typical also for the rectangular wind input used for calibration. The 

agreement between the values gained from simulation and observation, 

respectively, is less satisfactory. This is, however, quite obvious, since 

(i)only a single point measurement was available; (ii) t h s  is affected quite 

a bit in the vicinity of the peninsula by local phenomena (both in the 

atmosphere and water,) and (iii) for sensitivity reasons the proper simu- 

lation of the velocity is more difficult than that of the water level ( a  gen- 

eral feature of hydrodynamic mod.els). Basically the description of the 

first peak in Q(t) is successful (Fig. 21d), whle the second is overes- 



timated. During the subsequent period the noisy behavior of the 

discharge is apparent both, for simulation and observation. 

5.3. Event No. 3 (date: 19/9/ 1965, B a.m.) 

The wind direction is practically constant, NEN, and consequently the 

longitudinal component of the shear stress is smaller than before 

,although the magnitude of the velocity is unchanged (Fig. 22, a and b). 

The duration of the storm is again long, nearly two days. As is clearly visi- 

ble, the water level (Fig, 22c) sinks initially a t  the eastern end of the 

lake. Ths  is then not followed by a usual seiche type oscillation; the 

renewed increase in the wind shear stress around t = 20 h prohibits a 

positive amplitude and forms a second "ebbUat Kenese. The simulation 

results for this location (no data were available for Keszthely) are quite 

appropriate except for the period t = 10 - 25h where the computation 

shows more pronounced changes than the observations. The uncertainty 

in the wind direction could be one reason (see below). For the discharge, 

the simulation follows the time pattern of measurements, however, the 

latter results in higher positive and negative flows (Fig. 22d). 

5.4. Event No. 4 (date: 8/7/ 1867. 11 p.m.) 

The storm is characterized by a northern wind blowing for more than 

two days (Fig. 23a). As with previous experiences, the shape of F(t) (see 

Fig. 25b) is well reflected in the pattern of the water level. As can be 

seen, the agreement between simulation and observation (Fig. 23c) is 

acceptable, although the latter shows more random influences. The 

discharge at the Strait shows the typical fluctuating character ( ~ i g .  23d). 



The sensitivity due to possible spatial changes in a is illustrated in 

this example (see 4.1.5 (ii)). A linear longitudinal variation was assumed 

in harmony with Section 2, defined by a small difference, 12", between the 

two ends of the lake. As a result of this, an additional wind force is intro- 

duced, whch is negative at  the western part of the lake and positive from 

the midpoint towards the east. The solution turns out to be very sensitive 

on this minor modification (Flg. 24). The water surface becomes curved 

and at  both ends of the lake mainly positive water level deviations can be 

observed. Simulation and observation do not show similarities at  all: a 

clear indication that for cross blowing winds, small changes in the wind 

field can lead to unacceptable simulation results (see later). 

5.5. Event No. 5 (date: 8/7/ 1963, 8 a.m.) 

A typical situation for the lake: a strong wind perpendicular to the 

axis (Fig. 25a) resulting in a relatively small longitudinal shear stress 

component. The behavior of the water level is entangled enough (the 

changes are small and random) and the observed discharge shows much 

higher fluctuations than in the simulations, e.g., when the model fails, 

which is a consequence of the one-dimensional treatment and the uncer- 

tainties in the wind direction. The latter will be more closely examined 

in Section 8. 

5.6. Event No. 6 (date: 18/4/1967. 2 p.m.) 

The example represents the most comprehensive case, when w i t h  

eight days more than five different situations covering the range 0-25 

m/ s  and the complete domain of a can be distinguished, resulting in an 

irregular F(t) pattern (Fig. 26, a and b). From the comparison of the 



observed and simulated water levels, the noisy character of the latter is 

apparent. When using moving averages for the computations a reason- 

able agreement is gained for the eastern end of the lake. The same is not 

true for Keszthely, the mod?! gives an overprediction around t = lOOh 

when the wind blows from the north. The discharge reflects the noisy 

character of the water level (which is valid for the entire free surface) 

and shows the largest oscillations among the examples discussed here. 

The simulations introduced before support the calibration procedure 

adopted in Section 4 and also suggest an acceptable validation for longi- 

tudinal wind conditions. The model captures the major properties of the 

system for water level and to a somewhat lesser extent for the streamflow 

a t  the Tihany peninsula. This latter fact is also explained by the specific 

character of the observations. For cross wind conditions, the model per- 

formance is less satisfactory and may even fail. For this behavior, how- 

ever, the uncertainties in the wind field are primarily responsible, an 

issue which will be discussed next. 

6. UNCERTAINTlES RELATED TO WIND DIRECTION 

Wind direction data are corrupted by various kinds of uncertainties. 

The most important error sources are the following: 

(i) the improper registration and time averaging of the direction as a 

stochastic variable associated with turbulence. As a result of tur- 

bulent fluctuations, the continuous records often define a 40-60" 

wide domain rather than a single line (see Fig. 2); 



(ii) the resolution of many instruments is discrete, 22.5" or sometimes 

even 45"; 

(iii) the nonuniformity of the wind field (randomness in space) adds a 

further error component.Concluding from Section 2, this may exceed 

90". 

In relation to item (i),for example, Gaussian distribution can be 

hypothesized. For situation (ii), a can take randomly three different 

values (the mean, *22.50r*45"). For the character of spatial randomness 

no information is available, thus the assumption of a uniform distribution 

is the most feasible. 

In order to analyze the influence of the various kinds of uncertainties 

outlined in the model response, Monte Carlo simulations were performed. 

In the course of these a random component, a', is added to the mean 

value a ( t )  ( ~ ( t )  is unchanged). The generation of a' takes place numeri- 

cally. Thus, theoretically, an infinitely large number of ai = a + a'i 

scenarios can be produced, serving as input to the model. Selecting a 

sufficiently large number of such scenarios the model is run with them 

and the statistics of the output are evaluated. Here the three distribu- 

tions (with zero means) mentioned before were realized for a'. In option 

(iii) the range can change with time, which corresponds to a situation 

when a is sampled randomly from a domain specified by records a l ( t )  

and a2 (t) taken at  two different locations. 

Four events were chosen for the purpose of the uncertainty analysis, 

Nos. 1, 5, and 6 already discussed in the previous section and the storm 

shown in Fig. 2 (13/7/1961) for whlch data were available for Keszthely 



and Sibfok. Simulations were performed with the various distributions by 

changing their major parameters as well. As basic, realistic parameters 

16.8", 22.5", and 33.8" were assumed for the standard deviation and half- 

ranges (items (ii) and (iii)), respectively. After a set of test examples the 

number of simulations within a Monte Carlo run was fixed a t  100. The 

transformation of the original distribution to wind force and then to water 

level and discharge, respectively, was also studied. Subsequently some of 

the results are separated. 

6.1. Event No. 1 

Figure 27 corresponds to Figure 19 involving means, * standard devi- 

ations and envelopes for the wind force, water level at  Keszthely and 

discharge, respectively. As is apparent, the uncertainty in a (uniform 

distribution, range 67.5") influences only to a small extent the wind shear 

stress, as )a 1 = 1 a* - 247.5 ( is far from 90" and the cosine function is 

relatively insensitive here. As a consequence of this, z ranges also withn 

a limited domain; around time t = 25 the standard deviation is practically 

zero. The uncertainty range of Q is essentially wider, indicating that 

model validation for the streamflow rate is more difficult than for water 

level. It is noted that the mean trajectories agree reasonably with the 

deterministic simulations (Fig. 19), furthermore, that the discrete gen- 

erator (option (ii)) with 22.5" gave quite the same results as those illus- 

trated in Figure 27. 



6.2. Event No. 5 

The results for rectangular distribution are given in Figure 28. In 

contrast to the previous example, the uncertainty resulted in F by the 

same range in a is much wider due to the cross wind conditions and the 

character of the cosine function. The water level can range between 0.15 

and -0.15 m, thus covering all the observations. The results explain the 

noisy character of the water level and shows that under such conditions a 

deterministic model cannot be validated. For the discharge, a striking, 

broad domain was obtained, including most of the measurements. While 

in Section 5 it was said that the model failed for this event, from the 

present example it follows that this statement is true only if uncertainties 

are not accounted for. 

Figure 29 summarizes the results gained with various distributions 

for the discharge at  Tihany. It is stressed that the smallest uncertainty 

range is specified by Figure 29c, since the resolution of the standard wind 

direction data is 22.5". From the plots and other examples of this section 

it follows that except longitudinal wind conditions the model is much 

more sensitive on a as input data than on model parameters: a fact 

which should be accounted for in model development and use. 

As compared to the previous example, the mean trajectories depend 

much more on the distribution assumed for a and differ from the deter- 

ministic simulation. 

6.3. Event No. 6 

Results for the water level at  the eastern end of the lake are given in 

Figure 30 (uniform distribution, 67.5" range). Attention is paid here on 

the mean trajectory rather than on the wide domain specified by the 



envelopes. In essence the mean trajectory differs essentially from the 

deterministic result, it is much less noisy and agrees better with the 

observations. 

6.4. Sampling a from the Domain Defined by Records of Two Stations 

As mentioned before, the storm of 13/7/1961 (Figure 2) was simu- 

lated (the storm was one of the most violent observed since 1960). As 

wind velocity, the mean of the two measurements a t  Keszthely and Sidfok, 

respectively was employed. The difference in direction moved around 30" 

when the highest absolute values took place. The envelopes of the Monte 

Carlo runs together with observations for the eastern end of the lake 

(hourly water level reading) are presented in Figure 31. For the sake of 

illustration, the continuous record (in a different scale taken from 

Muszkalay (1973)) is also given. The slightly broader domain of observa- 

tions suggest among others a larger variation in a as specified by the two 

records. 

At the end of this section it is noted that not only a but also W is a 

subject of various uncertainties. The influence of short-term fluctuations 

associated with turbulence was tested also in a Monte Carlo fashion by 

selecting small time steps (1-2 minutes), but no essential effect was 

observed. No further effort was made to analyze the influence of other 

types of uncertainty sources. 



7. SIMULATION OF A COMPUTE YEAR: 1977 

The year 1977 is the basic year for calibration of the lake eutrophica- 

tion models in the frame of the Case Study (van Straten and Somlyddy, 

1980). This is the reason for selecting this particular year here. As input, 

the record taken at  Sidfok (eight observations per day) was used with the 

appropriate selection of a. in Eq. (33). The time step of the computation 

and other parameter values remained the same as before. 

Detailed results are presented for the streamflow rate in Figures 32 

and 33 belonging approximately to the boundaries of basins and the mid- 

point of the Sidfok basin, respectively (see Figure 1). January (Figure 32) 

was a month poor in wind, whle during July (Figure 33) several big storms 

occurred (see Figure 33). The plots show the tendency expected on 

account of the previous experiences: fast dynamics and fluctuation on a 

wide range. Figure 32 illustrates clearly the longitudinal variation of Q-- 

small in the Keszthely region and the highest at  Tihany. In July, the oscil- 

lation is stronger and Q ranges in the rt 3000 m3/s domain for the 

eastern area of the lake. 

A simple analysis of the hourly results underlines the major behavior 

of the system. Figure 34 shows the mean and standard deviation of the 

streamflow at  Tihany on a daily basis throughout the whole year. I t  is 

apparent that the daily mean is smaller by approximately two orders of 

magnitude than the hourly values. Ths fact is also reflected in the h g h  

standard deviation. The peaks in the daily means are about ten times 

lugher than the hydrologic throughflow, but for a longer time scale (e.g., 

a week) the mean of the dynamic flow is near zero. The influence of the 

discharge pattern derived on water quality is the next step of the 

analysis, as explained. in the first section. 



8. CONCLUSIONS 

1. A one-dimensional, unsteady hydrodynamic model was developed and 

applied to Lake Balaton. The equation of motion and continuity was 

solved numerically by an implicit finite difference scheme. The system of 

linear equations gained was solved by a matrix sweep method (developed 

in the frame of this research) which is faster on the computer by two ord- 

ers of magnitude than conventional techniques. The spatial stability was 

approved (the method is unconditionally stable in time). 

2. The influence of the two major parameters, the wind drag and bottom 

friction coefficient, have opposite effects on the model performance. 

Thus, it is difficult to find a unique, "best" parameter combination. In the 

ranges CD = 0.0011 - 0.0014 and h = 0.002 - 0.008 fittings of approxi- 

mately equal quality can be arrived at for I and 8. Based also on the 

damping properties of the system, a parameter vector (0.0013, 0.003) was 

concluded. 

3. The model behavior is obviously sensitive to the drag coefficient 

(there is nearly a direct proportionality) influencing the energy input of 

the system. In contrast to t h s  feature, the model output is quite insensi- 

tive to the bottom friction coefficient (the only parameter directly associ- 

ated with internal variables). In the range of T related to the nominal 

value (0.25 - 8), I, the maximal denivellation of water surface during a 

storm changes in the +15 to -27% domain. The streamflow rate a t  a given 

cross section is slightly more sensitive, but both variables are practically 

independent of h for A /  A,-, > 8. 



4. The model was successfully validated for longitudinal wind conditions 

(altogether six storms were simulated). The same is not quite true for 

winds closer to cross-direction and especially not for streamflow rate. 

5. The reason for this failure is the uncertainty in the wind direction. 

The wind field is characterized by considerable temporal and spatial 

changes. While an error in the wind speed has a similar nature to that of 

the drag coefficient not influencing the direction of the flow or the sign of 

a water level amplitude, an error in the wind direction can completely 

distort the time pattern of the simulation. The response of the lake is 

very fast. A typical measure is the longitudinal seiche period, around ten 

hours according to the model. A storm of short duration (1-2 hours) 

induces considerable movement, thus a steady state practically cannot 

be defined. The resolution of wind data in time, space, and direction are 

not in harmony with the properties of the wind field and the fast dynam- 

ics of the system. The improper monitoring causes large uncertainties in 

the wind input data and should be accounted for in the course of model 

development. 

6. This was done in Monte Carlo fashlon. An error component sampled 

from a distribution (various distributions were used following the charac- 

ter of different error sources) was added to the mean scenario of wind 

direction, h (t),  and the model was run a sufficiently large number of 

times. The statistics of all the simulations were then evaluated. 

Assuming realistic uncertainties in the wind direction (e.g., 522.5 

error domain) the model was successfully validated for all the historical 

storms simulated. The mean trajectories of Monte Carlo runs are close to 



the deterministic simulations for longitudinal directions with increasing 

deviation towards cross-wind conditions. 

7. In this particular case we can conclude that input data sensitivity 

dominates parameter sensitivity for the 1-D model. The pattern can cer- 

tainly be different for other lakes. Still, it is generally of major impor- 

tance to work out a proper wind monitoring network knowing the major 

features of the system in order to reduce the possible influences of input 

data uncertainties. 

8. After calibration and validation, a complete year (1977) was simulated 

using observed wind data as input. The results showed the same striking 

pattern as that of the validation runs. The discharge ranges between 

*2-3000 m3/ s, very high values (two orders of magnitude hgher than the 

hydrologic throughflow). The flow changes, however, frequently change 

direction (roughly every 3 - 5 hours). For t h s  reason the daily average 

discharge is much smaller (it moves in the +loo, -100 m5/ s domain), 

associated with a 5 - 10 times higher standard deviation (both derived 

from the hourly values computed). The average of the streamflow on a 

longer time scale approaches zero. The influence of these pronounced 

dynamics on the ecology of the lake is to be studied with the help of a 

coupled biochemical-hydrophysical model. 



APPENDIX I. COEFFICIENTS OF THE FINITE DIFFERENCE EQUATIONS (21) AND (22) 

1 .  rb QiI%In where [I]; = $f!+ + f;) for any expression I, and ~i = -- 
Hi (~i )~ + I 



The matrix coefficients of Eq. (22) are 

APPENDIX 11. STABILlTY ANALYSIS FOR ERROR ACCUMULATION Dl SPACE 

II. k The  Basis for Analysis 

When computing the relation between boundary values yl and m, and 

Eqs. (23) and (24), a round-off error & may appear a t  any point i in the 

grid (i = 2, ..., N - 1). This error is then amplified by&-llilk matrices (k = i 

+ 1, .. . , N) to the end of the basin (i = N) to 

In order to obtain a stable solution with the desired accuracy I (a( ( < E 

the amplifying norm ( (AC'B~ ( I must be sufficiently limited. 

Since b o t h 4  and Bi are 2 x 2 matrices only they should be inverted 

and multiplied analytically resulting in the amplification matrix $-I$. 

Furthermore. its eigenvalues Xil, Aa, and eigenvectors [Pill,~i12]T. 

[ P ~ ~ ~ , P ~ ~ ~ ] ~  can be solved. Provided that 

for 

the matrix 4 - l ~ ~  can be diagonalized to 4 = bl. ~ ~ ~ 1 ,  Eq. (27). Its singu- 



larities (locations of infinite matrix norm) then coincide with those of 

- ! T - 7 .  d;'~, justifying the analysis of 1 141 1 = JA~, + Ai2 instead of estimation 

of I 14-l~~ I I from four nonzero elements. 

Especially with matrix elements constant in space the diagonaliza- 

tion is attractive since then Ei = Ei + = . . . = EN and the matrix pro- 

duct (IT. 1) is simplified to 

However, also with nonconstant coefficients the analysis of ( 141 I is exact 

as far as singularities are considered and as far as (11.2) is valid. 

II. B. The Eigenvalues and Diagonalization 

The matrix elements of Ai and Bi (Appendix I) contain a lot of com- 

mon or closely similar terms. Thanks to their similarity the diagonalized 

matrix norm ( 14 I ( can be derived with moderate assumptions (see Sec- 

tion 1I.E) to 

where 

and further 



Parameters dk (k = 1, ..., 3) are the known switching coefficients for the 

three nonlinear effects, 64 is the same for local acceleration aQ/ a t  and n 

is the bottom friction exponent as defined in Chapter 3.1. 

Ci can be characterized as the Courant number of gravity waves in 

the grid, Fi as the local Fronde number, and Ri as the relative friction 

resistance. For stability analysis it is attractive that At appears in Ci only 

and rb just in 5. In (11.6) the velocities U and depths H are taken from 

cross section i + 1 since these appear in the elements of 4 which is to be 

inverted. Therefore they are essential to the singularities. The approxi- 

mations needed for (11.4) - (11.6) and their influence will be analyzed in 

greater detail in Section 1I.E. 

For aEi  matrix the following is obtained 

If thls upper limit satisfies (11.2) the diagonalization indicated in Eq. (27) 

is justified and the analysis of singularities can be based on (11.4). 

11. C. Linear Stability Conditions 

Assuming first the linear case d l  = d2 = 6.3 = n = 0 and coefficients 

constant in space f i  = [f]! = fi + (f = A, B, H ,  U,  Q, etc.) four different sub- 

cases are to be distinguished according to the denominator terms in 

(11.4): 

1" 6 4 = O , r b = O  

(frictionless diffusive wave) 



2" 64 = 1, rb = 0 (frictionless motion with local acceleration) 

3" b4 = 0, rb > 0 (diffusive wave with friction) 

4" d4 = 1, rb > 0 (full solution with friction). 

In each of them slightly differing matrix norms and stability conditions 

are obtained. 

In case 1" (64 = Ri = 0) the diagonalization is not allowed by (II.7), 

(11.2) and the matrix norm will be estimated directly from 

(with the Eulerian definition of matrix norm). Small values of At and d 

are detrimental to stability. The desired accuracy 1 1 ~ ~ 1  I < E can be 

leading to 
I 1  0 

achieved only if the upper limit for initial error co is sufficiently limited 

4-I& = 

so that 1 14 1 1 < to < E /  Gnnnnl. Necessary conditions for stability is then 

- 
2PAt 

[B]: max Axi 
2P At > 

I - - -  

In cases 2", 3", and 4" the diagonalization is justified ((11.7) limited) 

and the stability properties are described by the diagonalized matrix 

norm (11.4). 

Case by case, the singularities are located a t  

Ci = 0 incase 1" 

Ci = 1 in case 2" 



(n  + 1) 8 
C i =  1 - (n  + 2) R, F, 

in case 3" 

and at  

in case 4" 

In case 2" both high (Ci > 1) and low (0 < Ci < 1) values keep the 

matrix norm limited. The same applies to cases 3" and 4" but for these 

the critical values (II.12), (11.13) are no more defining a single point since 

Fi varies with velocity Ui + Positive values of Ui + are the most restric- 

tive to large time-steps and negative velocities to small values of Ci. 

Between these bounds instability occurs if Ui + happens to have a value 

closely satisfying (11.12) or (II.13), respectively. Outside this region ("zone 

of instability") the solution is always numerically stable. 

The behavior of matrix norms (11.8) and (11.4) are illustrated in Fig- 

ures 6a-d. 

Il. D. Nonlinear Stability Conditions 

1. Nonlinear bottom friction (n > 0) makes the friction resistance Ri 

depend on velocity Ui + Thus the zero friction effect Ri = 0 is obtained 

not only by rb = 0 (or = 0) but also with Ui + = 0; so the singularities 

of cases lo and 2" must be included in the "unstable zone" of cases 3" and 

4", respectively. As a consequence of this the small values of Ci will no 

more be acceptable in case 3' even in theory. This is also indicated in 

Flgure 6c. 



2. Explicit nonlinearities (bi = 1, i = 1, 2, 3,)  do not impend the diag- 

onalization in cases 2', 3', and 4", so Eq. (11.4) is still valid for them. In 

case 1" the direct estimation of Eulerian matrix norm now results in 

The singularities are located at  the solutions for equation 

[ l  - (n  + 2)%Fi - h1b2Ff]~f - (11.15) 

[(n + l)Ri + (6263)Fi]Ci - 6, = 0 
whlch is a general expression including - as its special applications - the 

singularities (11.10) - (11.13) as well as the singularity of (11.14). 

The formal solution of (11.15) with nonlinearities will be more or less 

similar to (11.13). Thus in principle nothing new is brought to the stability 

properties by the explicit nonlinearities. As a detail, parameter h1 has no 

effect if 62 = 0, as can be seen from Eqs. (11.5) and (11.15). 

The zone of possible instability will be widened by the nonlinearities 

but outside the immediate vicinity of singularity points their effect on the 

amplifymg matrix norm (II.4), or (11.14) versus (II.B), is less than or 

approximately equal to 10 per cent. 

Il. E. Stability Conditions under Space Gradients 

Among the elements of 8, and Bi (Appendix I) there were terms from 

cross section i and i + 1 as well as their averages. In the previous analysis 

they were all assumed to be equal. Full attention to the space gradients 

will considerably complicate the expressions, though the basic definitions 



of Ci, Fi, Ri, see (11.6), remain unchanged. Expressions (11.4), (11.5) are now 

replaced by 

where 

with the common denominator Di and the special shifting terms A1, A2 

(11.1 Ba) 

(11.1 Bb) 

Note that if space gradients are neglected, expressions (11.4) - (11.5) 

result in 



From Eq. (11.19) it is clear that a) without nonlinear terms the space 

gradients are not very important (factors [B];/ Bi + and [ B I ~ I ~ ;  Hi + 1 

only) but that b) a multiple effect of nonlinearities (a factor of 

[e2/ A ~ ] ;  
) is gained by the space gradients. 

Q?+ 11 h3+ 1 

Despite the rather strong influence of space gradients on certain sin- 

gle terms the principal nature and behavior of the amplifying matrix 

norm do not fundamentally diverge from that shown in Figure 6. 
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Figu re  2 .  Typ ica l  s tormy e v e n t s  ( t aken  from ~ 6 1 1  and 
~ a b g c s ,  1 9 7 4 )  
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Figure  3 .  Wind r e c o r d  for t h r e e  s t a t i o n s  c l o s e  t o  t h e  l a k e  
( d a i l y  ave rages )  
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Figure  4 .  Longi tud ina l  component of t h e  wind v e l o c i t y  
v e c t o r  f o r  ~ i 6 f o k  and Keszthely 



Wlnd direct ion a t  ~ i 6 f o k  w.s. elevat ion (cm) 

F i g u r e  5. Typ i ca l  wa t e r  l e v e l  r e co rds  a t  v a r i o u s  s t a t i o n s  
a long  t h e  l a k e  ( s e e  F i g u r e  1 )  ( t aken  from 
Kuszkalay,  1973) 



Figure 6. Results of the stability analysis i norm 
of the amplification matrix 
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F i g u r e  7. The change i n  c r o s s - s e c t i o n  a r e a  i n  t h e  v i c i n i t y  
o f  t h e  p e n i n s u l a  



Figu re  8 .  S e n s i t i v i t y  o f  t h e  model on t h e  s m a l l e s t  
c r o s s - s e c t i o n  a r e a  a t  t h e  S t r a i t  



Figure 9 .  Plater l e v e l  o s c i l l a t i o n  a t  Keszthely bes ides  
var ious  bottom f r i c t i o n  c o e f f i c i e n t s  



Figure 10.  Model s e n s i t i v i t y  on t h e  bottom f r i c t i o n  
c o e f f i c i e n t  



Figu re  1 1 .  Model s e n s i t i v i t y  on t h e  wind d rag  c o e f f i c i e n t  



Figure  1 2 .  Nodel s e n s i t i v i t y  on t h e  shape o f  t h e  wind p r o f i l e  



Figu re  13. The i n f l u e n c e  o f  t h e  wind d u r a t i o n  on wa te r  
l e v e l  o s c i l l a t i o n  



Figure  1 4 .  The i n f l u e n c e  of  t h e  wind d u r a t i o n  on t h e  
streamflow a t  Tihany 



Figure 15. T h e  maximal d e n i v e l l a t i o n  a s  a  f u n c t i o n  of  
(a-247.51 < 22.50 



Figure 16 .  The naximal  d e n i v e l l a t i o n  as a f u n c t i o n  o f  Wx 
la- 247.501 - > 22.5 



Figu re  17.  The change o f  t h e  maximum d e n i v e l l a t i o n  a s  
a  f u n c t i o n  o f  wind d u r a t i o n  



Domain of computed (Q, I )  values, T = 2 - 12h 

F i g u r e  18.  Comparison o f  d i s c h a r g e s  d e r i v e d  from o b s e r v a t i o n s ,  .a I and computa t ions ,  r e s p e c t i v e l y  



F i g u r e  19 .  S i m u l a t i o n  o f  a h i s t o r i c a l  s t o r m ,  16.11.1966 
a )  Wind s p e e d  a n d  d i r e c t i o n  a t  Szemes,  
b )  F  = ( w I w ~ ,  C )  Water l e v e l  a t  K e s z t h e l y  ( 1 )  

a n d  Kenese  ( 2 )  t o g e t h e r  w i t h  o b s e r v a t i o n s ,  
d )  D i s c h a r g e  a t  T ihany  
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Figu re  21. S imu la t i on  o f  a  h i s t o r i c a l  s torm,  28.9.1965 
a )  Wind speed and d i r e c t i o n  a t  Szemes, 
b )  = I W I W  , 
C )  Water f e v e l  a t  Keszthely  ( 1 )  and Kenese ( 2 ) ,  

r e s p e c t i v e l y ,  t o g e t h e r  w i th  o b s e r v a t i o n s ,  
d )  Discharge  a t  Tihany (-.- from o b s e r v a t i o n s )  



F i g u r e  22 .  S i m u l a t i o n  o f  a  s t o r m ,  19.9.1965 
a .  Wind s 9 e e d  and  d i r e c t i o n  a t  Szemes, 
b .  F = ( O J / : i J  x ' c. Water  l e v e l  a t  t h e  two e n d s  o f  t h e  l a k e  

( w i t h  o b s e r v a t i o n s  a t  X e s z t h e l y ,  
d .  D i s c h a r g e  a t  Tihany (-  .- f ran;. o b s e r v a t i o n s )  
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F i g u r e  2 3 .  S i m u l a t i o n  o f  a  s t o r m ,  8.7 .1967 
a .  Wind r e c o r d  a t  Szemes, 
b .  F  = I w I w ~  
c. Water levels  a t  K e s z t h e l y  ( w i t h  o b s e r v a t i o n s )  

and Xenese 
d .  D i s c h a r g e  a t  Tihany 



Figure  2 4 .  S e n s i t i v i t y  o f  t h e  s o l u t i o n  on s p a t i a l  
changes i n  wind d i r e c t i o n  (s torm o f  8.7.1967) 



Figure 25.  Simulation of a  storm, 8 . 7 . 1 9 6 3  
a .  Wind record a t  Szeines, b. F = 15:Jl!9x, 
c .  F?ater l e v e l s  a t  Keszthely (with obse rva t ions )  

and Kenese, 
d.  Discharge a t  Tihany ( -  .- from obse rva t ions )  
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F i g u r e  2 6 .  S i m u l a t i o n  o f  a s t o r m ,  18 .4 .1967  
a.  H i n d  r e c o r d  o f  S z e n e s ,  b. F = I w I w ~ ,  
c. Watet l e v e l s  a t  K e s z t h e l y  ( 1 )  a n d  

Kenese  ( 2 ) ,  
d .  D i s c h a r g e  a t  T i h a n y  



F i g u r e  27.  R e s u l t s  o f  Yonte C a r l o  s i m u l a t i o n  f o r  t h e  s t o r m  
o f  16.11.1966 
b. F  = I W I K  c. Water  l e v e l  a t  K e s z t h e l y  t o g e t h e r  x ' 

w i t h  o b s e r v a t i o n s ,  d. D i s c h a r y e  a t  T ihany;  
3 - mean v a l u e ,  4 and  2+ - s t a n d a r d  d e v i a t i o n ,  
1  and  5 e x t r e m e  v a l u e s  



F i g u r e  28 .  Monte C a r l o  s i m u l a t i o n  f o r  t h e  storm o f  8 . 7 . 1 9 6 3  
b .  F  = I ~ l b l ~ .  c. H a t e r  l e v e l  a t  K e s z t h e l y  w i t h  
o b s e r v a t i o n s ,  d.  D i s c h a r q e  a t  Til lany; 3 - mean v a l u e s ,  
2 and  4 + s t a n d a r d  d e v i a t i o n s ,  1 and  5 e x t r e m e  v a l u e s  - 



F i g u r e  29. Discharge  a t  Tihany b e s i d e s  v a r i o u s  t y p e s  o f  wind 
u n c e r t a i n t i e s  ( 3  mean, 2  and 4 + s t a n d a r d  d e v i a t i o n ,  - 
1  and 5  e x t r e m e s )  
a .  Uniform d i s t r i b u t i o n  h a l f  r a n g e 1 3 , 2 . 5 ~ ,  
b.  b a s i c  c a s e  w i t h  o b s e r v a t i o n s  (un i fo rm d i s t r i b u t i o n  

33.80) , c.  " d i s c r e t e "  d i s t r i b u t i o n  ( h a l f  r ange  
22.5O), d .  " d i s c r e t e "  d i s t r i b u t i o n ,  45O, 

e.  Gauss ian  d i s t r i b u t i o n ,  s t a n d a r d  d e v i a t i o n ,  11.3O, 
f .  Gauss ian  d i s t r i b u t i o n ,  s t a n d a r d  d e v i a t i o n  16.80. 



Figure 30.  Resul t s  of Xonte Carlo  s imula t ions  of t 3 e  s torm 
of 18.4.1967 ( e  - mean, 2 and 4 - + s t anda rd  d e v i a t i o n ,  
1 and 5 e x t r e n e s )  . 
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Figure  32 .  Simulated streamflow f o r  v a r i o u s  l o c a t i o n s  of  t h e  
l a k e ,  1977 January 
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Figure 33 .  Simulated streamflow f o r  var ious  l o c a t i o n s  of  t h e  
l a k e ,  1 9 7 7  J u l y  
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Figu re  3 4 .  Dai ly  mean and s t a n d a r d  d e v i a t i o n  o f  t h e  
d i s c h a r g e  a t  Tihany de r ived  from hou r ly  
va lue s :  s i m u l a t i o n  f o r  1977 
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