Modeling Growing Economies in
Equilibrium and Disequilibrium

Edited by
Allen C. Kelley

Warren C. Sanderson
and

Jeffrey G. Williamson

Duke Press Policy Studlies






Modeling Growing Economies






Modeling Growing Economies in
Equilibrium and Disequilibrium

Edited by
Allen C. Kelley
Warren C. Sanderson

and

Jeffrey G. Williamson

Published in cooperation with the
International Institute for Applied

Systems Analysis

Duke Press Policy Studies Durham, N.C. 1983



© 1983, International Institute for Applied Systems
Analysis, all rights reserved

Printed in the United States of America

Library of Congress Cataloging in Publication Data
Main entry under title:

Modeling growing economies in equilibrium and disequi-
librium.

(Duke Press policy studies)

Papers presented at a meeting held at the Interna-
tional Institute for Applied Systems Analysis in Nov.
1980.

Includes bibliographies and indexes.

I. Economic development— Mathematical models—
Congresses. 2. Economics— Mathematical models—
Congresses. 3. Equilibrium (Economics)— Congresses.
I. Kelley, Allen C. 1I. Sanderson, Warren C.

[{1. Williamson, Jeffrey G., 1935— . IV. Interna-
tional Institute for Applied Systems Analysis.

V. Series.

HD75.5.M62 1983 338.9°00724 831480

ISBN 0--8223-0567-4



PREFACE

During the 1960s and early 1970s multisectoral models developed along two distinct
paths.

In the first tradition, “systems” models of global growth (e.g., Meadowset al., 1972)
dealt with cumulative interactions among sectors, and showed that resource-intensive
rapid growth would result in economic collapse, and, worse yet, that the world would not
recognize the catastrophe before it occurred. These models possessed no prices to encourage
resource saving, nor did they induce technological change to augment supply, both of which
would attenuate or eliminate the predicted catastrophe. At the same time, there appeared
aset of increasingly complex planning models, characterized by highly disaggregated input—
output structures, and focusing on “internal-consistency’’ compromises to reconcile various
demand and supply imbalances implied by the process of economic growth (for a review,
see Blitzer et al., 1975). Here too, little attention was paid to how these inconsistencies
could be reconciled without invoking ad hoc government policies to ameliorate their con-
sequences.

A second and quite different tradition began with the pioneering study by Johanson
(1959); in his general equilibrium model, price adjustments reconcile demand and supply
and optimal resource allocation is generated endogenously without the intervention of
ad hoc policy.

The 1970s saw an explosion of complex multisectoral growth models in the first
tradition. They incorporated fairly rigid technological relations, utilized large and expand-
ing data bases, and relied extensively on computers for their solution and analysis. These
complex models stressed sectoral detail and did not dwell on the actions of the economic
agents that in the real world tie these sectors together into a viable political economy.
Rather, governments largely represented the agents responsible for setting goals and “rec-
onciling” perceived shortages or gluts of commodities and factors. These models were
expanding black boxes with thousands of equations and an even larger number of param-
eters designed to guide the policy makers in aggregate economic management.

The first tradition had its detractors and many scholars were beginning to recognize
the possibility that complex government planning models were yielding diminishing re-
turns: their data requirements were excessive; they highlighted limited choices rather than
flexible tradeoffs; they demanded sophisticated control systems to implement their objec-
tives; and they were unreliable in predicting the future course of economic events (see
Sanderson, 1980, for a review of some of these models). At the same time, macroeconomic
theory was being treated with increasing skepticism, and scholars showed an increasing
interest in the microeconomic foundations of the aggregate economy (for a review, see
Weintraub, 1977).

The stage was set to move back toward the second tradition, to simpler general equi-
librium models, which highlight specifications of microeconomic behavior. For modeling
market economies this meant increased attention to the role of prices in overcoming
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scarcity. The time was ripe to return to the classic problem of understanding how resources
reallocated themselves in response to economic growth. What was required was a return
to fundamentals: understanding the microfoundations of macroeconomic performance;
appreciating the mechanisms of communication between producers, consumers, and other
economic agents; specifying alternative ways in which economic compromises are made in
the real world in contrast to the first tradition, which “imposed” internal consistency
through arbitrary computer algorithms or equally ad hoc government responses. A new
class of models began to emerge that urged a return to some of the oldest traditions in
economics: in the tradition of Adam Smith’s “invisible hand”, and Alfred Marshall’s
integrated market structures, the new breed of modelers offered a general equilibrium
approach to macroeconomic problems.

The emphasis turned to the means by which economic agents reconciled their com-
peting differences. In market-oriented economies, where most of this modeling has taken
place, the mandate was to characterize market solutions for wages, interest rates, and com-
modity prices. Yet, this market-oriented approach need not be the only way in which
conflicting self-interests between economic agents are reconciled. In planned economies,
other resource-allocation techniques can be and are used, but even in these situations there
are often incursions of market approximations or realities. The central thrust of this general
equilibrium modeling, however, is an increasing emphasis on explicit mechanisms (markets,
government regulations, planning boards, lotteries) for reconciling problems of scarcity.

This new general equilibrium tradition has proceeded along numerous fronts, many
of which were represented at a November 1980 workshop held at the International
Institute for Applied Systems Analysis (IIASA), Laxenburg, Austria. The first is a theoret-
ical literature stressing the microeconomics of macroeconomic behavior, represented by
studies ranging from that of Kornai (1971) on antiequilibrium to that of Leijonhufvud
(1974) on general equilibrium. The second has focused on neoclassical specifications of
long-run development, represented by the early work of Jorgenson (1961) and Kelley
etal. (1972). A third, represented by World Bank analysts (Blitzer et al., 1975), has focused
on short- and medium-run Third World trade and distribution problems. The early models
were simple, but by the late 1970s expanded data bases, the increasing power of computers,
and the development of sophisticated solution algorithms, all led to experimentation with
more elaborate general equilibrium formulations of national economies.

Somewhat by design, and somewhat by coincidence, much of this emerging work
has concentrated at IIASA, where the general equilibrium framework has been used to
study the consequences of national energy policies in small, open economies (see Bergman,
1978); to examine the structural transformations experienced by nations evolving from
agrarian to industrial societies; and to develop a system of national agricultural models.
Parallel methodological expertise and solution techniques have also been developed to
accommodate the increasing demands for general equilibrium modeling at IIASA. Since
these beginnings in the late 1970s, several country studies have emerged: IIASA models
have been developed for Hungary, Japan, Mexico, Poland, and Sweden; similar work was
going on independently in Australia, the United States, and Europe.

A November 1980 meeting held at IIASA brought together most of the active
workers in this area; the papers in this volume were presented and discussed there. The
meeting’s goals were to stimulate interaction and collaboration, and to encourage setting
research priorities for the future.
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Indeed, it isin this latter area where the meeting appeared to yield some of its great-
est benefits. It became clear from the deliberations that much needs to be done to better
specify the microfoundations of general equilibrium models. More realistic specifications
of “conflict resolution” in resource allocation, in both market and nonmarket economies,
need to be developed. Equally importantly, much work is required to explore the role of
economic disequilibrium in economic growth and development. ‘“Equilibrium” and “dis-
equilibrium’ are positive, not normative concepts; neither view is right or wrong; neither
will necessarily yield desired social outcomes at all stages of development, or across all
regions. Rather, they yield quite different outcomes, which themselves should be the sub-
jects of scientific inquiry. The meeting pointed out the potential for expanding the con-
ceptions of general equilibrium modeling to incorporate elements of disequilibrium
analysis, so that this framework may not only be increasingly relevant to Eastern countries,
but so that the possibilities of East—West interaction on critical aspects of resource alloca-
tion and economic growth can be enhanced.

While the discussion and debate was active, reproduction of the sessions’ complete
transcript in this volume was infeasible. However, the last chapter contains an edited version
of a panel discussion that provided a systematic treatment of several issues fundamental
to general equilibrium modeling. This panel discussion, held on the last day, mentions
only a selection of the topics considered. Nevertheless, the reader may find it instructive
to review it before proceeding to the workshop papers.

We are indebted to many persons at IIASA who contributed to holding this meeting.
Andrei Rogers, the Chairman of the Human Settlements and Services Area, and Andrzej
Wierzbicki, the Chairman of the System and Decision Sciences Area, provided not only
financial support, but also strong intellectual encouragement at every stage. Susie Riley
played the crucial roles of administrative assistant, typist, and conscience from the early
days when the meeting was first being organized to the final days when we were preparing
to send the final manuscript to press. To these people and to the many others at IIASA
who made this volume possible, we are truly grateful.

ALLEN C. KELLEY
WARREN C. SANDERSON
JEFFREY G. WILLIAMSON
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A COMPUTABLE GENERAL EQUILIBRIUM MODEL OF
THIRD-WORLD URBANIZATION AND CITY GROWTH:
PRELIMINARY COMPARATIVE STATICS

Allen C. Kelley
Duke University, Durham, North Carolina (USA)

Jeffrey G. Williamson
The University of Wisconsin, Madison, Wisconsin (USA4)

1 SOURCES OF URBANIZATION AND CITY GROWTH*

While observers recognize that Third-World urbanization is nothing short of spec-
tacular, there is little agreement as to its “sources’ and consequences. Nor is there agree-
ment on the validity and relevance of the projections to the year 2000, or even whether
urban growth is good or bad. Pessimists stress the Third World’s inability to cope with the
social overhead requirements of rapid urban growth. High urban capital intensity is a criti-
cal issue here. There can be little doubt that urban growth requires high rates of accumu-
lation. But are the requirements so severe that urbanization might slow down because of a
saving constraint? Pessimists also stress that the choice of technique is biased toward
higher capital intensities for another reason: the larger and most capital-intensive cities
are growing most rapidly.

Pessimists also believe that the Third World is suffering from “over-urbanization”
emanating from at least three sources. First, migrants are induced to move to the cities in
the hope that they (or their children) will be selected for employment in the “favored” high-
wage sectors. Apparently, new immigrants are willing to accept underemployment in the
(allegedly) low-wage traditional service sectors while waiting. They will wait, say the pes-
simists, only for a limited period of time before social discontent erupts. Second, migrants
are attracted to the cities by the presence of public facilities and infrastructure. The social
costs of in-migration thus exceed the private costs, creating too many cities containing
too many people. When the economy can no longer finance such excesses, the rate of
urbanization may slow down. Third, the pessimists believe that Third-World urbanization
has in the past been closely related to the availability of cheap energy, the diffusion of
technologies which favor “modern” sectors, and unusually rapid population growth.

*This and the following section draw heavily on Kelley and Williamson (1982), parts 1 and 3.
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These conditions seem likely to change in the future, suggesting that Third-World coun-
tries may have “over-urbanized” in the past. Thus, the pessimist may well expect that the
currently projected high rates of urban growth cannot be achieved over the next two
decades, given the OPEC-induced fuel scarcity (cities being fuel-intensive), the likelihood
that technological regression may soon hit the Third World (especially in the “modern”
sectors which have borrowed heavily from the more advanced countries), and the proba-
bility that population growth will slow down.

Since nobody has offered a quantitative assessment of the effect of these forces
over the past two decades, there is really no evidence to call upon in the debate over the
accuracy of projections. In general, city-growth projections are either not based on an
economic—demographic model at all, or else employ models based on the relationship
between urban costs and the decision to migrate to a more urban environment. In addi-
tion, detailed analyses of Third-World cities by urban economists and planners convention-
ally assume that the number of in-migrants is an exogenous variable. It is our view that
more useful information can be obtained by the use of a general equilibrium model of
Third-World development that includes some of the costs of urbanization so that “natural
limits” to urban growth can be evaluated.

This paper reports a first attempt to apply such a model to Third-World urbaniza-
tion and development. Section 2 discusses modeling strategy and some of the key forces
that might serve to retard the rate of urbanization. Section 3 offers a brief overview of
the Kelley— Williamson (KW) model. Section 4 examines quantitative problems. How is
the model implemented empirically? How is it to be validated? Rather than examining a
particular country in detail, the present study draws upon the empirical record of a syn-
thetic “representative developing country” (RDC). Analysis of the KW model is still in
the preliminary stages, so Section 5 contains some initial comparative static experiments
only: refinements of the model, validation, projection, and dynamic analysis will be
reported in future papers. Section 6 discusses future research plans and also considers
some possible extensions to the model.

2 LIMITS TO CITY GROWTH

Rapid city growth is explained in part by rapid population growth, but, despite
popular opinion, the same is unlikely to be true of urbanization. We make much of this
point in Section 5, but even if we are wrong, any attempt to identify the sources of and
limits to urban growth should certainly begin by examining the unusual population pres-
sures that have beset the Third World in the mid-20th century; we should then try to iden-
tify the other factors contributing to the rapid rate of urbanization in the Third World.

Simon Kuznets has shown that when urbanization is plotted against time we obtain
the familiar S-shaped diffusion curve. Why do some economies exhibit high rates at the
point of inflexion, indicating that the transformation of the economy from an agrarian to
amodern urban structure is very rapid? If there are endogenous forces that tend to inhibit
the rate of urbanization (disregarding any overt anti-urban policy), what are they? One
could appeal to the mechanics of the demographic transition to provide a potential limit
to urban growth: fertility rates are known to be lower in cities than in rural areas, thus
implying an eventual reduction in population growth as urbanization proceeds. This factor
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alone would cause city growth to slow down. However, it seems unlikely that these long-
run forces would be of sufficient magnitude to offer limits to urban growth in the next
quarter century (Kelley et al., 1972).

Additional insights into the limits of urban growth might be gained by examining
the various urban costs that influence the decision to migrate and the rising urban invest-
ment requirements that compete with “productive” capital accumulation. For example,
restrictions on the land available for urban development can provide an important limit to
urban expansion. Land constraints serve to raise (market or shadow) rents, increase the
cost of living in the city relative to that of living in rural areas, and inhibit in-migration.
The importance of these land constraints on city rents must be evaluated in a general equi-
librium model that considers the use of land for a variety of functions: low-cost residential
settlements, factory sites, public social facilities, and luxury housing. The housing-cum-
social investment requirements of city growth must also be examined. “Unproductive”
urban investments of this type (see Coale and Hoover, 1958) may well take priority over
those forms of accumulation that create capacity for future urban employment. In any
case, “unproductive” urban-investment requirements compete directly with “productive”
capital accumulation. If the housing-cum-social investment is foregone, then housing costs
will rise and the quality of urban services will fall, further discouraging in-migration. In
short, the rise in the relative cost of living in the city may impose a limit to city growth.
On the other hand, any rise in urban “‘unproductive” investment requirements will dimin-
ish the rate of “productive” urban capital accumulation and new urban job vacancies, and
this would also limit urban growth.

There are other possible urbanization constraints worth considering. “Modern” sec-
tors tend to be relatively intensive in both skills and intermediate material requirements,
imported materials in particular. The most visible manifestation of the latter is fuel. The
role of skill “bottlenecks™ is more uncertain. If capital and skills are complementary, and
the skills learnt in one field may not be transferred to another, then rapid rates of urban
capital formation imply increasing demands for skilled labor. Models of Third-World
urbanization must be designed to take these potential skill bottlenecks into account, for
they may constrain capacity expansion in the modern urban sectors and retard the rate of
growth in urban employment, thus placing further limits on urban development. Further-
more, any attempts to relax this constraint by accumulation of skills are likely to com-
pete with “‘productive” urban capital accumulation and therefore offer an alternative
limit to city growth.

These and other limits to urban growth can be effectively evaluated in a general
equilibrium model of Third-World urbanization.

3 A BRIEF REVIEW OF THE KELLEY -WILLIAMSON MODEL*

Our model of Third-World urbanization and economic growth has been presented in
detail elsewhere (Kelley and Williamson, 1980) so this section will offer only a brief over-
view.

*This section draws heavily on Kelley and Williamson (1980), pp. 3-7.
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The model possesses a high degree of closure: most input and output prices are
determined endogenously. Nested CES (constant elasticity of substitution) production
functions are assumed to hold in manufacturing and “modern” urban services, while
Cobb--Douglas functions describe the production activities in agriculture, “traditional”
services, and all housing sectors. Price-responsive demand relationships are embedded in
an Extended Linear Expenditure System (ELES) of household demand and saving. Com-
parative static equilibrium is achieved by constrained factor mobility which tends to
equalize expected factor rents and rates of return. Optimization is imposed on firms and
households, both of which are assumed to maximize returns and utility subject to con-
straints. Furthermore, government income and expenditures are determined endogenously.

The model distinguishes between tradeables and nontradeables, the latter including
various location-specific services. The presence of nontradeables results in urban—rural
cost-of-living differentials. Since migrants are assumed to move in response to expected
real earnings differentials, these cost-of-living differentials may exert an important influ-
ence on city growth, One nontradeable stressed in the model is housing (and associated
support services). In-migration may increase the rents charged for buildings and land,
making further in-migration less appealing. Furthermore, the building of new houses (and
the associated social overhead investment) serves to diminish the rate of accumulation in
plant and equipment, resulting in fewer new jobs and slower city growth.

The model deals with a portfolio of heterogeneous capital stocks consisting of “pro-
ductive” conventional capital (plant and equipment), “unproductive” capital in residential
structures (housing), and human capital (training and skills). There are four capital-goods-
producing sectors satisfying these investment demands: the manufacturing sector (which
produces equipment), the “modern” service sector (which provides education and train-
ing as well as producing high-rent buildings), and the “traditional” urban and rural service
sectors (which produce low-rent buildings). Investment is financed out of a common sav-
ing pool and, subject to the constraints of capital market fragmentation (including the
absence of a mortgage market), is allocated to produce the greatest expected return. Thus,
the economy’s allocation of resources between different sectors obeys neoclassical rules,
though the institutional realities of the Third-World capital market partially constrain
this allocation.

The model also considers optimal land-use problems, albeit in a simple way. An
expression for the rate of urban encroachment on farmland as the city grows is provided,
though we do not employ the urban economist’s land-gradient function. Endogenously
determined land use and rents can influence cost-of-living differentials and thus in-migration.
The model considers two residential uses of urban land — for “luxury” high-rent housing
and for low-rent “squatter settlements” - each produced by different technologies and
geared to the demands of different socioeconomic classes.

The model was not developed to examine income distribution problems in detail,
but it does offer some insights into inequality. There are five basic socioeconomic classes
in our system: landlords, capitalists, urban skilled, urban unskilled, and rural landless. The
model endogenously determines the average income according to socioeconomic class, the
factor shares, and the wages structure.

There are also many variables that are exogenous to the model; among these are
demographic variables, sectoral rates of total factor productivity growth, flows of capital
from abroad, world market prices for exports and imports, land stocks, and various policy
parameters.
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4 THE REPRESENTATIVE DEVELOPING COUNTRY (RDC) APPROACH:
ESTIMATION, DYNAMICS, AND VALIDATION

4.1 Concept of the Representative Developing Country

Both time-series and cross-sectional studies show that there exists a “typical pattern”
of development. This pattern is characterized by systematic shifts in industrial structure,
urbanization, population and labor-force growth, the structure of private demand (Engel’s
Law), the size and structure of government (Wagner’s Law), the distribution of income
(Kuznets’ Curve), accumulation rates (trend acceleration), and so forth. City growth has
added other characteristics to this list: rising urban cost of living, rising “population-
sensitive” investment in the cities, increasing urban land scarcity, rising land values, and
the like. While many countries deviate from this pattern, the statistical regularity is too
great to be ignored. Given this evidence, we have elected to use the concept of a Represen-
tative Developing Country (RDC) to calibrate the model. The RDC is a statistical artifact,
a fictional economy based on apparently diverse experience from three continents. None-
theless, we have found that the RDC concept is a useful first step in introducing empirical
content into our general equilibrium model of Third-World urbanization and economic
development.

Three critical decisions must be made in constructing the fictional RDC. First, a
sample of developing countries must be chosen to serve as the data base. Second, a proce-
dure for summarizing the relevant national experiences must be selected. Third, a bench-
mark date must be selected; this defines the period which the RDC’s parameters and initial
conditions will represent. The criteria employed in selecting the developing countries to
be included in the sample are discussed in Section 4.2. The benchmark year 1960 was
taken as the initial date for the simulations. This is the earliest year for which a reasonably
complete data set is available and which nevertheless provides a period of quantitative
experience long enough to check the model’s long-run predictions.

We require a statistical procedure bringing together the results obtained from the
sample of developing countries to produce one set of data corresponding to the RDC. For
a number of reasons, we have elected to compute the (unweighted) average value of each
economic and demographic variable, evaluated over all the countries in the sample. It is,
after all, the record of individual countries that constitutes the unit of analysis. Further-
more, these variables form the basis of the empirical generalizations on the uniformity of
development patterns, cited above. To weight some countries more than others in con-
structing the RDC would imply that some countries are in some sense more “representa-
tive” than others. The development process is still not clear enough to make it possible to
assign such weights.

4.2 The RDC Sample

Two main criteria are used to select the developing countries to be included in the
sample: data availability and the extent to which the country conforms to the model’s
key assumptions.

Beginning with the list of 101 developing countries provided in World Tables 1976,
24 countries were eliminated because they failed to supply industrial production data for
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1960. The countries excluded by this criterion were Afghanistan, Burma, Burundi, Fiji,
Guinea, Iceland, Kuwait, Laos, Lesotho, Liberia, Libyan Arab Republic, Madagascar,
Nepal, Oman, Papua New Guinea, Qatar, Republic of Ireland, Saudi Arabia, Sierra Leone,
Somalia, Tanzania, Tunisia, Upper Volta, and Venezuela.

The World Tables does not clearly define what is meant by a “developing country™”.
While any single statistic is arbitrary, an average income of 500 US dollars per capita in
1960 appears to represent a reasonable threshold. This criterion eliminates Argentina,
Finland, Greece, Israel, and Spain, and reduces the sample to 72.

Three additional criteria were imposed. Countries were excluded if they had: min-
eral exports exceeding 20% of the gross domestic product; a net deficit in the foreign
trade account exceeding 10% of the gross domestic product during the period 1960-1965;
and a growth rate of per capita income falling short of 1% per annum during the 1960s.
Our model does not have a fine classification of tradeable goods. It is designed to examine
those nations whose exports in 1960 were mainly agricultural goods, and whose imports
were composed largely of industrial products and raw materials. There is, however, a group
of developing countries, including the oil-producing nations, that is heavily committed to
mineral exports. In the 1970s these countries were also “‘price setters”, behavior at vari-
ance with our model’s small-country price-taker assumptions. Thus, those nations depen-
dent on mineral exports have been excluded. Furthermore, we have ignored any countries
heavily dependent on foreign capital.

Finally, our model is designed to analyze a country undergoing successful develop-
ment. [t does not examine the conditions of stagnation, retardation, or politically and
militarily induced instability. Thus, we have excluded from the sample those countries
that experienced either negative or only minimal growth in per capita income during the
1960s.

Table 1 lists the 32 developing countries with sufficient documentation to be included
in the sample but eliminated for the reasons given above. The most common failing was
extremely poor growth (14 countries). This was followed by high dependence on foreign
capital (8 countries), and heavy reliance on mineral exports (7 countries). A total of 40
countries remain to form the sample, and these are listed in Table 2.

TABLE 1 Developing countries with sufficient documentation to be included in the sample, but
excluded for the reasons given,

Reason for exclusion Countres

Mineral export dependence Bolivia, Gabon, lran, Iraq, Jamaica, Mauritania, Zaire

Foreign capital dependence Barbados, Botswana, Malta, Congo, Cyprus, Jordan, Lebanon,
Malawi

Poor growth Central African Republic, Chad, Niger, Rwanda, Senegal, Sudan,
Trinidad, Benin, Cambodia, Ghana, Mali, Mauritius, Uruguay,
Zimbabwe

Combination of above reasons Guyana, South Vietnam, Zambia
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TABLE 2 The 40-country sample used to specify the RDC.

Algeria

Bangladesh

Brazil

Cameroon

Chile

Taiwan

Colombia

Costa Rica
Dominican Republic
Ecuador

Egypt
El Salvador
Ethiopia
Gambia
Guatemala
Honduras
India
Indonesia
Ivory Coast
Kenya

Korea (South) Philippines
Malay sia Portugal
Mexico Sri Lanka
Morocco Swaziland
Nicaragua Syria
Nigeria Thailand
Pakistan Togo
Panama Turkey
Paraguay Uganda
Peru Yugoslavia

4.3 Initial Conditions, Historical Change, and Model Validation

The comparative static model has now been constructed. The model adopts initial
conditions typical of the 40-country RDC sample in 1960; these are summarized in Table 3.

TABLE 3 Some of the initial conditions in the RDC model (based on data from the 40-country sam-

ple for 1960).

Output shares, GDP at factor cost
Manufacturing (M)
“Modern” services (KS)
“Traditional” services

urban (US)

rural (RS)
Agriculture (A)
Housing (H)

urban high-rent

urban low-rent

rural

Trade shares in GDP at factor cost
Exports
Imports of
manufactured goods
intermediate raw materials
Deficit

Labor force distribution, by skill
Skilled in
manufacturing
“modern” services
Unskilled in
manufacturing
“modern” services
“traditional” services
urban
rural
agriculture

0.159
0.296
0.094
0.062
0.032
0.366
0.086
0.032
0.024
0.030

0.074
0.104
0.072
0.032
0.030

0.100
0.025
0.075
0.900
0.097
0.029
0.173
0.100
0.073
0.601

Sectoral returns to capital

Agriculture 0.12
Manufacturing 0.15
“Modern” services 0.13

Investment distribution and saving sources,
shares of GDP at factor cost

Aggregate saving from 0.179
retained earnings 0.037
depreciation 0.035
households 0.062
government 0.045

Aggregate investment in 0.179
housing 0.035
training 0.023
plant and equipment 0.121

Household expenditures and saving,
shares of disposable income

Expenditures on 0921
manufactured goods 0.233
“‘modern” services 0.122
agricultural goods 0.380
“traditional” services 0.076
housing 0.110

Saving 0.079

Urbanization level 0.346

ACOR f{average capital output ratio) 2.5
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The underlying parameters are also estimated from this group of 40 countries wherever
possible; however, in some cases the parameters are estimated from other Third-World
economies, a few are simply plausible guesses, and several are derived from the compara-
tive static solution itself.

The next step in the research design is to simulate the historical development of an
RDC. Can the RDC model reproduce the major characteristics of growth and structural
change from the early 1960s to the mid-to-late 1970s? We have not yet been able to per-
form these “validation” tests, and they are critical to the research design. Accordingly,
the comparative statics reported in Section 5 must be viewed as tentative since the RDC
parameters about which we are most uncertain may be revised as we search for “‘maximum
likelihood” estimates. Only after the model has been tested successfully with the Third-
World RDC evidence drawn from the 1960s and 1970s can we be reasonably confident in
its results.

5  COMPARATIVE STATIC EXPERIMENTS
5.1 Sources of Urbanization: A First Look at Some Comparative Statics

The causes of past and future Third-World urbanization fall into three main catego-
ries: changes in the exogenous variable thought to influence endogenous rates of urbaniza-
tion, the comparative static impact of that exogenous variable on urbanization, and the
long-run dynamic forces set in motion by the short-run comparative static influences. Our
future research will examine all three of these influences. This section will focus on the
second -- comparative static elasticities - although the analysis will at points be extended
and/or qualified by speculations regarding the first -- the change in the exogenous variable.
These distinctions are often crucial. A small elasticity may correspond with an unusually
important influence if the exogenous variable itself undergoes dramatic change. In addi-
tion, small comparative static elasticities may conceal very large dynamic elasticities. For
example, while changes in the inflow of foreign capital may have a trivial comparative
static impact on urbanization, the dynamic influences may be large since capital accumula-
tion is likely to be augmented.

Which exogenous variables have the greatest comparative static impact on urbaniza-
tion and city growth? Which are least likely to offer a partial explanation of rapid urbaniza-
tion in the Third World? This section supplies some tentative answers to these questions.
We first discuss the elasticities (€) of urbanization and city growth to key exogenous vari-
ables as reported in Table 4. Tables 5--8 examine additional influences. In each case,
these tables report only a limited set of elasticities, restricted to the endogenous variables
of special interest. Readers interested in the elasticities of other endogenous variables
should refer to the Appendix. It should be noted that our model has adopted the initial
conditions and parameter values characteristic of our sample of developing countries circa
1960, and one might well expect different comparative static elasticities for different ini-
tial conditions. This issue is discussed in Section 6.

5.1.1 Unbalanced Productivity Growth
One potentially important influence on the rate of urbanization is the relative
growth in productivity in different sectors. If output demand is relatively price-elastic,
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TABLE 4 Comparative static sources of urbanization: elasticities of urbanization and city growth to

some key exogenous variables.?

Exogenous variable

Endogenous variable

Urbanization, u

City growth, CPOP

[xogenous prices
Pz

M

Py

pA

w

Unskilled labor force, L
Land stock, R
Wage gap, «
Property taxes, ™H,;

on low-rent real estate

on high-rent real estate
Import ad valorem tariff rate, TM
Foreign aid inflow share in GDP,
Disembodied sectoral total factor productivity

—0.39
+2.00
—1.70

—0.60
—0.36
—0.48

—0.14
0

+0.05

—0.01

+2.05
+0.19
--1.39
—0.13
+0.01

+0.35
—0.13
—0.30

+0.02
—0.59
+0.19

—0.39
+2.00
—1.70

+0.25
—0.36
—0.48

—0.14
0

+0.05

—0.01

+2.05
+0.19
—1.39
—0.13
+0.01

+0.35
—-0.13
—0.30

+0.02
—0.59
+0.19

%These elasticities are based on 5% changes in exogenous variables and a 0.1% convergence criterion.

then increased productivity in one sector tends to increase output rather than reducing
prices. This distinction is important since the effect of cost-reducing innovations will be
passed on to the consumer by falling prices in the inelastic demand case. Thus, in an in-
elastic situation, the rise in the marginal physical productivity of factors used in the tech-
nologically dynamic sector will be partially offset by the decline in price, so that marginal
value products rise less sharply, and resource shifts to the technologically dynamic
sector are minimized. If, however, urban sectors tend, on average, to have relatively high
rates of total factor productivity growth, and if demand for urban output is price-elastic,
final demand will shift toward the dynamic urban sectors, urban employment will expand,
and city growth will take place. The higher the price elasticities of demand for urban out-

put, the greater the rate of urbanization.

The importance of demand elasticities may be deduced from Table 4. Disembodied
improvements in total factor productivity (4;) in agriculture (A) and the manufacturing
industries (M) exert a much greater impact on urbanization (negative for agriculture and
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positive for the manufacturing industries) than do improvements in productivity in any of
the three service sectors. The explanation is straightforward: the prices of agricultural and
manufactured goods, Py and Py, are fixed by invoking the “small country” assumption of
infinite price elasticity ; services are nontradeables with lower price elasticities of demand,
and in some cases price-inelastic demand. Thus, increased productivity in the manufactur-
ing sector represents a potentially important factor in Third-World urbanization. In con-
trast, improved productivity in the agricultural sector tends to discourage migration to
the city. (This is in sharp contrast with the closed dual economy where increased agricul-
tural productivity releases resources, thus avoiding the “too many farmers” syndrome
associated with inelastic demand and declining terms of trade.) It follows that the unbal-
anced rate of total factor productivity growth (TFPG) between manufacturing industries
and agriculture has probably exerted a strong influence on Third-World urbanization since
World War II. Not only are the comparative static elasticities in Table 4 consistent with
this assertion, but limited evidence suggests that the annual rates of TFPG in manufactur-
ing have been especially high in the most successful Third-World economies. These have
also tended to be the countries experiencing the most rapid rates of urbanization.

Technological progress tends to be slower in the service sectors, but Table 4 suggests
that rapid TFPG in these sectors — including the modern capital-cum-skill-intensive urban
KS sector — would have little impact on urbanization, for the demand elasticity reasons
already discussed.

S5.1.2 Exogenous Prices and World Market Conditions for Tradeables

Equally important potential determinants of Third-World urbanization are the world
prlces of agricultural exports (PA) the world prices of imported manufactured goods
(PW) and the price of 1mported raw materials (Pz). The signs of the elasticities reported
in Table 4 are quite predictable, but the absolute values are more surprising. The larger
elasticities associated with PQ, and PM appear to suggest that these prices have more effect
on urbanization than P . Given what has happened since 1960, however, one must be
cautious in drawing the conclusion that PA and PM represent the dominant international
price influence on urbanization and city growth For example, Py soared in the 1970s. If
Py/P, changes were relatively small, then it could well be that changes in P; exerted the
dominant influence on urbanization over the past two decades, even though the measured
elasticity is relatively small. All of this underscores the caution with which comparative
static results must be treated when used to infer the sources of past or future urban growth.

S5.1.3 Accumulation, Capacity, and Job Creation

The comparative static impact on urbanization of exogenous changes in manufactur-
ing capital stocks relative to agricultural capital stocks is predictable. Somewhat surpris-
ingly, however, the elasticities are much lower than those associated with relative price
changes (Py;/P, ) and with unbalanced TFPG (Ap versus Ay ). On the other hand, the
annual rate of capital accumulation is likely to be far higher than the rate of TFPG, in
either absolute or relative terms. There are additional surprises in Table 4. One would
have thought that increased availability of low-rent housing (a rise in Hy;g) would have
encouraged in-migration. It does not. One would also have thought that capital formation
in the modern service sector (Kgg) would have had some effect on employment and thus
on urbanization, even given its high capital intensity. It does not. The answer in both cases
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lies in the short-run impact of these changes (especially that of low-rent housing construc-
tion) on employment in the urban service sectors. We shall return to this point in Section
5.2 below.

5.1.4 Land and Labor

Popular accounts of rapid Third-World urbanization emphasize that high population
growth rates lie at the core of the “problem’. Table 4 shows that this is simply not the
case, and we shall use the Rybczynski Theorem in Section 5.3 to justify our empirical
result. City growth is fostered by national population growth, but the positive elasticity is
only small. The availability of more land tends to reduce the rate of urbanization and city
growth. While an abundance of land inhibits urbanization, this comparative static result is
unlikely to produce any major effects on Third-World urbanization simply because land
availability has not been growing sufficiently rapidly to have played an important role
since 1960.

5.1.5 Policy and Institutional Change

The model includes many policy and institutional parameters, five of which are
included in Table 4. Each of these parameters has been discussed in the qualitative litera-
ture. First, consider the “wage gap™ k between the favored modern sectors (M and KS)
and the “informal” urban service sector (US). This “wage gap” is determined exogenously
in our model by unions and/or public wage policy. Corden and Findlay (1975) have shown
that under conditions of capital immobility and with wage-inelastic employment demands
in the modern sectors, “wage gaps” imply higher levels of urbanization and faster city
growth. The explanation is that people migrate to cities because the expected earnings are
higher. Thus, the fact that our model shows that a rise in k tends to irhibit urbanization
may come as a surprise. The apparent conflict is resolved in Section 5.5.

Property taxes on urban real estate have a predictable negative impact on urbaniza-
tion, and are far more important to unskilled people in low-rent housing than to any other
group. The effect is not trivial, and is discussed at length in Section 5.2.

5.2 Some Details: Government Squatter-Settlement Policy and Investment Allocation
Response

Current investment patterns have an important comparative static impact on the
RDC. As Section 3 points out, there are three modes of accumulation in the model: “un-
productive’ investment in housing — urban “squatter” housing, urban high-rent housing
(and social amenities), and rural housing; “productive” investment in producer durables —
capital formation in manufacturing industries (M), in capital-intensive urban services (KS),
and in agriculture (A);and investment in education and training programs. These invest-
ment activities are important potential influences on urban in-migration and city growth,
even though comparative statics ignore the future capacity-creating effects of the invest-
ments. (‘“Productive’ investment in A, M, and KS does not augment capacity and employ-
ment until the new capital goods are operational. Thus, investment in new projects does
not have capacity-creating effects in the comparative statics.) Nevertheless, current
investment decisions do have an important impact on urbanization.
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The important point to remember is that there are several capital goods sectors in
the model, and each is associated with a characteristic location and factor intensity. The
construction of low-rent housing in urban and rural areas is highly labor-intensive; that of
urban luxury housing (and social amenities) is more capital- and skill-intensive, as is the
production of producer durables. Thus, any economic event that serves to change the pat-
tern of investment among these activities will also affect the structure of demand and
thus employment (see Table 5).

Consider a misanthropic government policy of eviction and demolition of urban
squatter settlements (represented by a decline in Hyjg), a policy that may be motivated
by the misguided belief that city growth will be reduced as a result. The first effect is to
create a housing shortage and increase rents (ePy yg = +3.68) for poor urban households.
This generates a rise in the cost of living in cities relative to rural areas (eCOLgyg =
—{0.58), which serves to reduce the advantages of city life, in terms of expected real earn-
ings, and thus reduces urban in-migration. Viewed on these grounds alone, the misan-
thropic demolition policy is successful.

However, the cost-of-living effect is more than offset by the effects on employment
caused by changes in the pattern of investment. First, the rent and profitability of urban
low-rent housing both rise sharply in response to government-induced scarcity (E"H,US =
+4.04 and efy ys = +5.35). Second, investment from the current saving pool is biased in
favor of low-rent housing (eIH us/GDP = + 8.92). Third, the sector producing low-cost
urban dwellings increases both its output (eQys = 2. 07) and its price (eP;,;c =+0.17).
But this production takes place in the informal urban service sector where labor intensi-
ties are high, so that employment rises sharply in this sector (eLy;g = +2.18). What is the
net comparative static impact of the misanthropic policy on city growth? City growth is
increased (eCPOP = +0.59) and urbanization is encouraged (eu = +0.59)! Only experience
and observation will show whether the long-run effects reverse these short-run influences.

Consider a very different policy. Suppose that the “tax” on urban low-rent housing
(ty ys) isin fact a net transfer of benefits to the urban poor in squatter settlements. The
benefits may include water supply, paved roads, police protection, and health clinics, while
the property taxes may in fact be nonexistent. This would amount to a negative tax on
urban property. Now consider a government policy that raises this tax by lowering the
benefits received by each household. First, there is a compensating fall in rents (ePy ys =
—0.47), and second, a fall in the profitability of investment in urban low-rent housing
(efyy ys = —0.92). This induces a reduction in low-rent housing investment (elyy yg/GDP
= —2.04) and a contraction in the sector supplying the necessary investment goods (eQyg
= —0.48). Since the construction of low-rent housing is a very labor-intensive activity,
any contraction in the industry will be reflected in a reduced demand for urban labor.
What happens to urbanization and city growth? On the one hand, the cost of living in the
city relative to rural areas declines (ECOLR/US = +0.09), but on the other hand, there
are fewer jobs in the informal urban services (eLy;g = —0.51). It appears that the effect
on employment dominates and urbanization slows down (eu = —0.14),

In contrast, consider a government policy taxing high-rent “luxury” buildings
(1 ks) in the cities. Once again, the first-order impact is to lower the rents of the build-
ings and reduce the profitability of high-rent housing investment (ery xg = -0.26 and
ey ks = —0.14). Investment in high-rent housing is reduced (ely KS/GDP =—5.61)and
investment in training programs (elg ks/GDP = +1.18) and producer durables (elyy =
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+0.21, el y/GDP = +1.83, elgg \y/GDP = —0.62, €l 5 \f/GDP = +2.18) is increased.
In contrast with the two cases discussed above, the net impact on sectoral output is trivial.
In particular, note that the impact of the fall in [y g is offset by the rise in Ig . Thus,
the demand for factors employed intensively in XS (i.e., capital and skills) is only slightly
affected since output and prices remain almost unchanged (eQygg = —0.04 and ePyg =
—0.07). The demand for investment in new skills is maintained under the property tax
policy, and thus the increased supply of “productive” saving serves to encourage the
accumulation of skills (¢S = +1.16). However, the net effect on city growth is negligible
(eu =~ 0).

It is evident that any comparative static analysis which ignores policy-induced
changes in the pattern of investment may be misleading. The model suggests that govern-
ment housing-cum-social-overhead policy may have a significant effect on employment, as
the investors respond to the implications of the new policy. Thus, a policy introduced to
curb or encourage urbanization may produce precisely the opposite effect over the short
term. This makes predictions of long-run dynamic effects even more difficult.

5.3 Some Details: Population Pressure and Land Scarcity

The factors producing rapid city growth and the factors causing urbanization are
not necessarily the same. The Rybczynski Theorem states that increased availability of
any given factor involved in production should favor the expansion of the sectors using
the factor most intensively. It has been shown (Lewis, 1977) that urban activities are very
capital-intensive. Our model agrees with this; urban activities are, on average, far lesslabor-
intensive than rural activities, even given the presence of the labor-intensive informal ser-
vice sector. Whatever its source, population-induced labor-force growth should therefore
encourage rural activities and suppress urbanization. This analysis suggests that popula-
tion growth is not a cause of urbanization. However, population growth may still produce
city growth. Having made this simple but important distinction, we can assess the quantita-
tive influence of population growth and land scarcity in our comparative static model.

Consider a 1% rise in the economy-wide unskilled labor force, produced by some
previous demographic event. In our model, the economic theory underlying the decision
to migrate applies to “movers” and “stayers’” alike. Furthermore, both rural and urban
unskilled workers are assumed to have the same expected real earnings, subject to the
differences in cost of living and job availability in rural and urban areas. Thus, the spatial
source of the economy-wide labor-force growth does not matter: it may well be centered
in rural areas where fertility rates are high. The point here is that the demographers’ con-
cern with the relative contributions of migration and natural increase (excess of births
over deaths) to urbanization (Davis, 1965; Ledent, 1982; Rogers, 1982) is irrelevant in a
model such as ours.

Table 6 shows that labor-force growth and population pressure have Malthusian
consequences. First, per capita income falls (eGDP/N = —0.25), a victim of diminishing
returns. The most dramatic decline in productivity takes place in agriculture (eQ, /L A
—0.36), where labor is used most intensively and complementary inputs are least mobile.
The prices of tradeables (P, and Py) are assumed to be fixed by world market and com-
mercial policy conditions, so only the prices of nontradeables change in response to the
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TABLE 6 Effects of population pressure and land scarcity: elasticitics? of various endogenous vari-
ables to 5% changes in two exogenous variables.

Endogenous variable Exogenous variable
Increase in unskilled Increase in
labor force, land stock,
L R
Per capita income, GDP/N 0.25 0.15
Sectoral labor productivity (constant price)
OM/Lm —0.26 0.07
Oks/Lks —0.20 0.06
Ous/tus —0.24 0.06
OalLa —0.36 0.10
QRS/LRS -0.36 0.10
Prices
Pgg 0.18 0.09
Pys -0.22 0.01
PRs —0.32 0.11
Saving rate and housing investment
SAVING/GDP -0.17 0.10
Iy 1.80 —1.46
Outputs
oM 0.12 —0.20
Oxs 0.10 0.06
Qus 0.36 —0.98
0Oa 0.86 0.29
ORrs 0.80 0.19
Land use and residential density
Ra 0.01 1.08
Rgg —0.23 0.94
Ryg 0.09 —0.61
Rgglocc? —0.23 0.94
Rygfocc? ~0.30 ~0.05
Sectoral employment
Ly 0.38 —0.27
Lgg 0.48 0.09
Lyg 0.38 —1.03
La 1.25 0.19
LRrs 0.85 0.20
Urbanization, u —0.60 —0.36
City growth, CPOP 0.25 —0.36

9These elasticities are based on 5% changes in exogenous variables and a 0.1% convergence criterion.
Residential land per occupant.

increase in population. The effects of supply appear to dominate as prices decline in the
labor-intensive sectors (ePyg = —0.22 and ePrg = —0.32, in contrast with ePg g = +0.18).
Also note some Coale—Hoover (1958) signs of worse things to come. Not only does the
aggregate saving rate decline (¢eSAVING/GDP = —0.17), but population-sensitive housing
investment rises (ely; = +1.80), leaving even less for “productive” capital accumulation in



General equilibrium modeling of Third-World urbanization and city growth 19

the future. (This result should be compared with that suggested by the simpler KWC
model, where the rate of accumulation is augmented by population growth. See Kelley et
al., 1972))

At the sectoral and spatial level, the economy becomes more bucolic. The output
of the agricultural and rural services increases (eQ 4 /GDP = +0.44, eQp /GDP = +0.39)
at the expense of all urban activities, ““modern’ sectors in particular (¢Qy;/GDP = —0.29,
eQKS/GDP =—0.31, eQUS/GDP =—0.05). In other words, the labor-intensive sectors
expand. The sector with the greatest demand elasticity is agriculture, and its increased
output is either “vented” on to world markets or serves to displace imports. Since employ-
ment is linked to sectoral growth, urbanization is arrested (eu = —0.60) with a relatively
high elasticity. Thus, as predicted by the Rybczynski Theorem, urbanization in the RDC
is suppressed by rapid population growth.

What about city growth? Here, more conventionally, economy-wide population
pressure causes city growth (eCPOP = +0.25), but the impact appears to be smaller than
some economic demographers have suggested. We shall discuss other sources of city growth
and urbanization in more detail below, but for the moment it is sufficient to note that
the rather modest comparative static impact of population growth bodes ill for the “pop-
ulation expansion breeds city growth” school of thought when dynamics are considered.
Population growth tends to lower the rate of saving and to shift investment into “unpro-
ductive” housing, thus suppressing future “productive” accumulation. Dynamic changes
of this type imply that the long-run quantitative impact of population growth on urban-
ization and city growth would be even weaker than the short-run effects.

How do land markets respond to population pressure in our model? More land is
used for agricultural activities (€R4/R = +0.01), but the largest changes are first the
decline in the amount of residential space available to each city dweller (eRyg/OCC =
—0.23 and eRUs/OCC = —0.30), as households save on the increasingly scarce urban land,
and second the shift in the use of urban land from high-rent “luxury” housing to low-rent
“squatter” settlements (eRgg/R = —0.23,eRyg/R = +0.09).

Some of these effects can be seen more clearly by reference to changes in the total
amount of land available. The comparative static elasticities of various endogenous vari-
ables with respect to the availability of land are displayed in Table 6. Urbanization is
inhibited by greater availability of land (eu = —0.36), as it was by population growth, but
in this case city growth is also suppressed (¢CPOP = —0.36). These responses may be
explained in much the same way as the reactions to population growth: one can appeal
to the formal properties of the Rybczynski Theorem and the land-intensive nature of agri-
culture, or one can simply argue that employment opportunities in agriculture are propor-
tional to the amount of land under cultivation, an area that Simon recently suggested has
expanded at a rate of 0.7% per annum since the early 1960s (Simon, 1980, p. 1432).
However, the model implies that land use does not increase at the same rate in each sector.
Agricultural land use increases slightly (eR, = -+1.08), but once again the largest shift is
between high-rent and low-rent urban residential sectors (eRgg = +0.94, eRyg = —0.61).
The explanation is not difficult to find. The large decline in city growth (eCPOP = —0.36)
is induced by a decline in the urban employment of unskilled labor (eLy; = —0.27, eLg
=40.09, eLyg = —1.03). In contrast, skilled workers and property owners find that their
combined incomes increase; all of these high-income households consume urban high-rent
housing with income-elastic demand.
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5.4 Some Details: Fuel and Nonfuel Intermediate Input

Our model does not distinguish between imported fuels and other intermediate
materials. But both commodities are natural-resource intensive, and most Third-World
economies are heavily dependent on other countries for their supply. Indeed, rapid indus-
trialization and urbanization have increased these import requirements to the extent that
Third-World development was often described as “import dependent” in the 1960s. Simi-
larly, the popular view in the 1970s was that urbanization breeds balance-of-payments
problems and foreign indebtedness (Lewis, 1977). Our model is able to explore the general
magnitude of these forces, but it cannot separate the effects of importing fuel from those
of importing other intermediate inputs. Rather, Z includes both fuel and nonfuel inter-
mediate inputs, and P, is a composite of the prices of all imported raw materials, fuels
included. In what follows we shall refer to Z as “fuels” and PZ as “fuel prices”, but it is
important to remember the qualification.

An exogenous increase in the price of fuels has a powerful impact on the RDC
economy, even though the model assumes that long-run fuel-saving measures are intro-
duced. There are two ways of saving fuel: first, all firms, farms, and households reduce
their consumption; second, those sectors using fuel-intensive techniques decline in relative
importance as the rise in their relative cost reduces the final demand for their products.
The total effect of these fuel-saving measures (documented in Table 7) is impressive (eZ =
—1.17), although the greatest decline in consumption takes place in the manufacturing
industries (eZy; = —1.33). This is consistent with the fact that manufacturing is the most
fuel-intensive sector; thus, manufacturing output declines (eQy = —0.40), as does its
current-price value-added share in the GDP (eQy Py /GDP = —0.31). There is less employ-
ment in the manufacturing industries (eLy; = —0.37), and this has important “multiplier
effects” on employment in the urban informal service sector. One of these “multiplier
effects” acts through low-rent housing. Since the demand for low-rent dwellings falls with
the decline in manufacturing, the rents of urban low-cost housing are reduced (ePy ys =
—1.33) and investment in this type of housing diminishes (efyy yy5/GDP = —3.92). This
causes output and employment in informal urban services to decline (eQUs =-1.00 and
€Ly = —1.06). In short, urbanization is checked by increases in the cost of fuels and
other raw materials (eu =—0.39).

This experiment demonstrates yet another important point. While the structure of
the economy responds dramatically to the increase in fuel prices — the decline in urbaniza-
tion being one manifestation of this response — aggregate income per capita is hardly
affected (eGDP/N = —0.02). Indeed, if the structure of the economy had not been affected
so greatly, the impact on aggregate income per capita would have been far larger. Our
model allows for structural adjustments since it incorporates high elasticities in both
demand and supply. In contrast, a “structuralist” model — in which commaodities and
inputs have low substitution elasticities, and where there is little movement of the labor
force between sectors — would have predicted a far smaller comparative static impact on
urbanization than that reported here.

Finally, note that there are some signs of future recovery: the saving rate increases
slightly (eSAVING/GDP = +0.08) and “unproductive” housing investment declines (/g
= —1.16), leaving a larger residual for future accumulation.
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TABLE 7 Effects of a shortage of fuels and other natural resources: elasticities? of various endoge-
nous variables to a 5% change in the price of raw materials, P7.

Endogenous variable Exogenous variable

Increase in price of
imported raw materials, Pz

Intermediate input use

z —1.17
M --1.33
ZKs —0.92
Zp —0.82
Outputs
oM —0.40
0ks 0.03
QUS —1.00
Oa 0.14
QRS 0.13
Manufacturing output share (current price), QMPM/GDP —-0.31
Sectoral employment
Ly —0.37
Lks 0.08
Lys —1.06
Ly 0.21
Lrs 0.14
Low-rent housing: rents and investment
PH,US —1.33
IH,US/SAVING —3.92
Urbanization, u —-0.39
Dynamic indicators and per capita GDP
SAVING/GDP 0.08
Iy —1.16
GDP/N —0.02

IThese elasticities are based on 5% changes in the exogenous variable and a 0.1% convergence criterion.

5.5 Some Details: Urban Wage Policy and the Todaro—Corden—Findlay Analysis

The “Todaro model’” has enjoyed considerable popularity since it was introduced in
1969. Todaro’s thesis is simple and elegant, but the most effective illustration of this
model can be found in Corden and Findlay (1975). Their version, reproduced in Figure 1,
assumes capital immobility, constant output prices, and only two (explicit) sectors — agri-
culture (A) and manufacturing (M). By ignoring cost-of-living differentials, assuming that
wages are equalized through migration, and ignoring overt unemployment, equilibrium is
achieved at E, where the two labor demand curves (AA' and MM') intersect. Corden and
Findlay then incorporate the widely-held belief that the wage rate in Third-World manu-
facturing sectors is set at an artificially high level, wy;. Alternatively, one can view this
wage rate as the result of a policy that attempts to increase the “wage gap” between
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FIGURE 1 Urban wage policy and the Todaro—Corden- Findlay model.

agricultural and manufacturing sectors to k = wy/w,, as we do in our model. If overt
unemployment is ignored, then all who fail to secure the favored jobs in M will accept the
lower-paying jobs in A at a wage rate w : *. In this situation, urban employment is reduced
by the urban wage policy and urbanization is inhibited.

As Todaro (1969) initially pointed out, however, the rates of urban growth in the
Third World have increased dramatically. Furthermore, there has been an increase in
underemployment in the traditional urban service sector. Todaro explains this apparent
conflict — movement to the cities in the face of urban underemployment of the work
force — by developing a simple search model of rural—urban migration in which expecta-
tions of employment in the favored sector are important. Given the “pegged” wage in M,
at what rural wage would the potential migrant be indifferent between “underemploy-
ment” in the traditional urban service sector and employment in the agricultural sector?
This is the essence of the qq' curve in Figure 1. Equilibrium in this case is given by Z,
where the qq curve intersects the AA’ curve.

What does the Todaro—Corden—Findlay model reveal about the sources of urbaniza-
tion? Any urban policy that raises the wage in the favored sector (M), or raises the “wage
gap” between the favored sector and alternative employment, will serve to increase urban-
ization. This counterintuitive result is based on another assumption which appears innocu-
ous: since qq’ can be shown to have an elasticity of unity, then the labor demand function
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(MM") in the favored sector exhibits an own-wage elasticity of less than one. We have no
objection to this assumption; in fact, it is also present in our model.

TABLE 8 Effects of wage differentials between sectors: elasticities? of various endogenous variables
to a 5% increase in the wage gap «.

I:ndogenous variable Exogenous variable

Increase in the “wage gap”, «

Unskilled wages

WAL —0.07
WUS —0.63
WML 0.34
wy —0.04
Outputs
oM —0.56
oks 0.05
Qus —0.73
oA 0.19
ORrs 0.18
Low-cost housing rents and investment
PH,US —1.60
IH,US/GDP —3.87
Sectoral employment of unskilled labor
Ly —0.92
Lys —0.20
Lysg —0.77
La 0.26
Lgs 0.19
Urbanization, u —0.48

9These elasticities are based on 5% changes in exogenous variables and a 0.1% convergence criterion.

In contrast to the Todaro—Corden—Findlay predictions, however, our model (Table
8) shows that a rise in the exogenous “wage gap” tends to lower the level of urbanization
(eu = —0.48). What accounts for the difference in the results of the Todaro—Corden—
Findlay and Kelley—Williamson models? Both models assume capital immobility in their
comparative static analysis, take the prices of commodity outputs to be constant, and
assume that the expected wage dictates migration behavior (though our model allows for
cost-of-living differentials while the Todaro—Corden—Findlay model does not).

The source of the difference in predictions between the two models lies in the treat-
ment of the urban service sector(s). In the Todaro—Corden—Findlay model, the urban
service sector passively accepts all workers who wish to work there while waiting for
employment in the manufacturing sector. Wages do not fall in response to this labor sur-
plus, since the wage in the sector is implicitly zero. Nor are labor-demand conditions in
the “traditional” urban service sector of any importance since any urban worker failing to
secure employment in the manufacturing sector can be sure of (under)employment in the
service sector: informal service sector demand is immaterial!
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Our model rejects this view. Instead, we adopt the position that employment in the
“traditional” urban service sector is determined by supply and demand, just as in any
other market. What makes the sector different, however, is its very great dependence on
unskilled labor. In addition, much of its output is purchased (directly or indirectly) by
the urban poor themselves. Furthermore, the price of urban “traditional” services is not
assumed to be constant but, like all nontradeables in our model, is determined endoge-
nously.

Given these differences between the two approaches, the findings in Table 8 should
now be less surprising to those familiar with the Todaro model.

An increase in k produces a greater differential between wages in the favored urban
sectors (in both KS and M, ewyq; = +0.34) and wages in the informal urban service sec-
tor (ewyg = —0.63). However, the equilibrium urban wage expected by potential city in-
migrants is basically the weighted average of these wages, and this figure declines (ewy; =
—0.04). This is not the case in the Todaro—Corden—Findlay model: indeed, Figure 1
shows that wy; = w, rises when w), is greater than the equilibrium wage, Wl,\kd- However, in
our model wy falls and, as a result, in-migration slows down and urbanization is inhibited.

This result may be explained by the ability of the informal service sector to absorb
the unskilled labor displaced from the formal sector. In our model, the demand for urban
informal services is very sensitive to the urban wage policy, so that output in this sector
declines (eQyg = —0.73). One source of the reduced demand for urban informal services
is the collapse in low-rent housing investment (elyy ;3/GDP = —3.87), a response triggered
by the sharp decline in rents (ePy us =1 60), which was itself induced by the fall in
the total wages earned by the urban unskilled. Thus, employment drops not only in the
formal sectors paying higher wages (eL) = —0.92, eL g = —0.20), but also in the infor-
mal urban service sector (eLyg = —0.77) through what might be called “urban multiplier
effects.

In summary, our model reveals that a policy that sets wages in the formal sector
above market levels will tend to inhibit urbanization; the opposite is shown by the
Todaro—Corden—Findlay model. The difference in results is not explained by the greater
complexity of our general equilibrium model, but rather, by different interpretations of
the urban informal service sector.

"

6 FUTURE EXTENSIONS
6.1 Projections to the Year 2000

Although the previous section considered only comparative statics, the model is
also equipped to handle dynamic situations. Indeed, the optimal distribution of invest-
ment among sectors in a given period has already been determined in the comparative
static solution, and it is only necessary to add net investments to the existing sectoral
capital and housing stocks to describe accumulation over time. Similarly, the investment
in training has already been determined for the current period so that these newly-trained
skilled workers can enter the active labor force in the next. The accumulation of “human
capital” has therefore already been set in motion by the comparative static solution. The
dynamic behavior of the economy can be generated, given additional information on the
past trends in exogenous commodity prices, land growth, technological progress in each
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sector, external capital inflows, and the demographic forces driving population and the
labor force. Each of these exogenous variables has been documented from 1960 to the
late 1970s, using the data base from which the World Tables was derived, among other
sources.

We are now able to project our Third-World urbanization model from 1960 to the
year 2000. The first part of the projection, from 1960 to the late-1970s, may be used to
“validate” the model.

While a projection to the year 2000 may be helpful in guiding long-run policy, it
seems more useful to dwell on the causes of urbanization and city growth in the RDC. Is
there any evidence of “limits™ to future urban growth? If so, what produces these limits?
The increased investment requirements of city-building? Increases in the cost of living in
cities relative to rural areas, associated with increased land scarcity and higher rents?
Reductions in the quality of life in urban areas? These and other issues will be examined
in our future research.

6.2 Speculations on Comparative Statics for the Years 1980 and 2000

The shortage of fuel may well affect national economies in different ways. Similarly,
the effects of urban wage policies and agricultural policies may differ from country to
country. Thus, the comparative static results presented in Section 5 might well have been
different if we had chosen different initial conditions, e.g., those of 1980 or 2000 rather
than 1960.

Future research will involve the examination of comparative static elasticities in
1960, 1980, and 2000. Which elasticities are most stable over time? Which vary systemati-
cally over time? What changes in economic structure exert the greatest impact on the com-
parative static responses of urbanization and city growth to the exogenous variables of
interest? Among other things, we hope that this work will aid in the selection of country
studies to enrich our comparative Third-World “histories”.

6.3 Speculations on Comparative Dynamics

What is the likely long-run effect of changes in each of the exogenous variables
explored in Section 57 We will consider the problem in two stages. First, we shall calcu-
late the elasticity of, say, city growth to all exogenous variables of interest. Second, we
shall also estimate the likely size of the changes in certain exogenous variables in future
decades. What would be the impact on city growth if OPEC doubled the relative price of
oil every decade? How would Third-World urbanization be affected if some misanthropic
policy halted public aid to developing countries? Questions of this type might be of
greater interest than simply exploring the elasticity of u or CPOP to a 1% change in P or
F.We have more to say about this issue in the Appendix.

6.4 Model Revisions: The Land Market

The comparative static model has gone through a number of alterations over the
past two years. In the process, the economics has been improved and the structure made
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more “relevant”. However, further revision is still possible. For example, the land market
currently has an active “extra-marginal” urban fringe which implies that land may be used
for urban or rural purposes so that the rent paid in urban residential and rural farming
areas is equal. While this is certainly “‘unrealistic”, any assumption that urban land should
be excluded from farm use (and vice versa) might be viewed with similar skepticism. We
hope to identify the empirical relevance of these two alternative and extreme assumptions
in future extensions of the model.

6.5 Model Extensions: Introducing Demography

In an overview of economic—demographic simulation models, Sanderson (1980)
points out that our present model has little demographic content. This shortcoming will
be remedied in the near future. The procedure we intend to adopt is outlined below.

Given an initial regional distribution of the labor force consistent with short-run
equilibrium in the comparative static model, the age—sex—region distribution of the total
population in the initial period, and the age—sex--region-specific probabilities of being a
member of the labor force, we can determine the population distribution (by age, sex,
and region) consistent with the equilibrium distribution of the labor force. With addi-
tional information on mortality and fertility rates in each region, we can calculate the
changes in the population in the next period. Applying the constant age--sex—region-
specific probabilities of being a member of the labor force to the new population, the
demographic submodel can predict the labor force available to the economy in this sec-
ond period.

Whether the inclusion of demographic factors will affect the urbanization and city
growth predicted by the model is an issue of some interest. If it does, the influence will
be felt by the location-specific attributes of the demographic parameters themselves.
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APPENDIX: Comparative Static Elasticities in Detail

The computer printout in the following pages reports elasticities on 51 endogenous
variables. This list does not deal with all the endogenous variables in the model, but the
most important ones are included. The printout reports these elasticities with respect to
changes in 26 exogenous variables and parameters. This list of exogenous variables is not
exhaustive, but it is sufficient for present purposes. The printout also contains a *“Baseline”
column which refers to the initial (circa 1960) conditions for the RDC model. Similarly,
the row ““Original” refers to the initial value of the parameter or exogenous variable being
varied. Definitions of the notation used in the printout are given in Table Al at the end
of the Appendix.

This Appendix not only supplies more detail than is available in Tables 4—8 but
may also prompt an examination of two issues: the nature of the convergence criteria and
the size of the shock imposed on some parameter of interest in computing elasticities.

The comparative static model never supplies an exact solution following any shock
to the system. However, this does not hold for the initial conditions themselves, since the
“initial conditions model” yields exact solutions that replicate where possible the initial
(circa 1960) conditions prevailing in the 40-country sample. In contrast, the comparative
static model supplies only approximate solutions. The convergence criterion applied in all
the elasticity experiments is 0.1%; in other words, excess demand for or supply of the com-
modity, service, or factor considered cannot exceed 0.1% of total supply in any market.
This is true, for example, of the capital, unskilled labor, land, and savings/investment
markets. However, the skilled labor and commodity markets have even tighter clearing
conditions. Furthermore, it is quite possible that when the convergence criterion is met,
many markets may in fact be much closer to equilibrium.

This rather strict convergence criterion was satisfied in all but four experiments: the
exceptions were 4,, at 10%;AUS at 1%;PW,M at 10%; and K g gat 10%. In each of these
cases, the economy did not reach (approximate) equilibrium at any time and thus the
elasticities are not to be trusted.
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The model is a highly nonlinear general equilibrium system. We feel that the non-
linearities are essential for describing economies passing through long historical periods of,
say, two decades or more. For example, the hypotheses embedded in the nested CES pro-
duction functions with respect to factor input complementarity and substitutability
among primary inputs are felt to be sufficiently important that their nonlinear complex-
ities are worth studying. Similarly, fixed input coefficients for intermediate inputs seem
inappropriate for long-run analyses where raw material and/or fuel savings are real options
available in response to increased scarcity. Furthermore, investment allocation must allow
for considerable scope for agents’ response to rates of return, including government invest-
ment allocation. We believe that any model that allows investment allocation to be ridden
with lags, rules of thumb, and persistent government irrationality is a bad model for long-
run analysis. In addition, the “‘minimum subsistence bundle” in the extended linear expen-
diture system — a feature that makes this demand system quite nonlinear — is sufficiently
relevant to low-income households to make its introduction essential in a model of Third-
World urbanization, The same kind of argument could be made in defense of price flexibil-
ity, labor migration, and land use. In short, ours is not a “structuralist” paradigm, but
rather a flexible neoclassical model.

However, nonlinear models have their own disadvantages. Not only are they difficult
to solve, but they often make interpretation ambiguous. Consider, for example, the impact
on measured elasticities from the size of a shock to the comparative static model. The
computer printout supplies elasticity estimates for three ““shocks”: namely, 1%, 5%, and
10% changes in the parameter or exogenous variable of interest. While Tables 58 report
only the 5% elasticities, it should be noted that the elasticities do vary over the three levels
of “shock”. For some parameters and exogenous variables, the discrepancies are quite large
{e.g., those in P‘X , PZ ,H,,and S). How does one choose between the various elasticities?
It is necessary to be sensitive to the size of the “‘shocks” that have in fact taken place in
recent Third-World history and the likely size of any “‘shocks” that will take place in the
next two decades. These seem to us the most relevant criteria for choosing between the
three experiments, although the present paper has focused, rather arbitrarily, on 5% elas-
ticities throughout.
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TABLE Al Definitions of variables in the computer printout.

Endogenous variables

GDP-M = GDP at current market price
GDP/N = GDP per capita at current market price
Q.i = Output in sector {, where { = M (manufacturing), KS (““‘modern” urban services), US
(urban “‘traditional’ services), A (agriculture), RS (rural “traditional’ services)
Q.HJj = Housing services from type j dwellings, where j = KS (“luxury” or high-rent urban),
US (“‘squatter settlement” or low-rent urban), RS (rural)
Z = Imported intermediate inputs (quantities)
URBAN = Number living in urban areas
L./ = Employment of unskilled labor in sector i
S.i = Employment of skilled labor in sector {
LAND.i % = Land used in activity i, where i = A (farmland), KS (high-rent urban residential)
(% of total land stock)
P.i = Final demand price for output of sector i
P.Hj = House rent in type j dwelling, buyer’s price
W.i.L = Unskilled wage in sector {
W.i.§ = Skilled wage in sector i
W.U = Expected urban wage used in the migration decision
R.i = Rental rate on capital in sector {
R.Hj = Structure rent on dwellings of type
US = Urban land rent per unit
LM = Total productive investment (plant and equipment) in constant prices
[.§.KS = Investment in skills training in constant prices
I.LH = Total housing investment in constant prices
ILM.M % = Investment in sector M capital (% of GDP)
I.LKS.M % = Investment in sector KS capital (% of GDP)
I.LA.M % = Investment in sector A capital (% of GDP)
I.S.KS % = Total investment in skills training (% of GDP)
I.LHj % = Investment in housing of type j (% of GDP)
SAVING % = Aggregate domestic saving (% of GDP)

Exogenous variables

P.Z = Price of intermediate inputs
H.j = Housing stock of type;
L = Total unskilled labor force
S = Total skilled labor force
LAND = Total land stock
KAPPA = Fixed wage ratio of unskilied labor between “favored” sectors and US
TAU.Hj = Property tax imposed on current value, housing type j
F = Level of foreign aid and private capital inflow
A.H.j = Intercept in housing service production function, type j housing
A.i = Intercept in the production function of sector i
PW.M = World market price of M goods, c.i.f.
PW.A = Export price of A goods, f.0.b.
K.i = Capital stock in sector i
EPS.H = Elasticity parameter in the net housing investment functions
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FOREIGN PROTECTIONISM AND RESOURCE ALLOCATION
IN A DEVELOPING ECONOMY: A GENERAL EQUILIBRIUM
ANALYSIS

Kemal Dervis
International Rank for Reconstruction and Development, Washington, D.C.
(USA)

1 INTRODUCTION

In many of the newly industrializing nations a strong tendency towards less reliance
on import substitution and more emphasis on export expansion has been apparent since
the late 1960s. As noted in several studies (e.g., Bhagwati, 1978) rather than actually
introducing a pro-export bias, countries have chosen to promote exports by incentives
that do not positively discriminate against exports. Starting from initial conditions tend-
ing to favor import substitution and inward-looking development, a transformation took
place in many countries towards a structure of incentives more nearly balanced between
import-substituting and export-oriented production. This was achieved by a reduction of
trade restrictions, a movement towards more flexible exchange rates, and the use of export
subsidies as counterweights to import duties. Korea and Taiwan have had spectacular suc-
cess with such “outward-looking” strategies and other countries in Latin America and the
Far East have started to follow their example. Even countries such as India and Turkey,
though hesitant, have moved towards more export-oriented policies.

However, just as the transition towards more outward-looking trade and develop-
ment strategies gathered momentum, a new wave of protectionist pressure emerged in the
advanced industrial nations, triggered by the oil crisis and the ensuing slowdown in OECD
growth. This called into question both the feasibility and the desirability of export expan-
sion and outward-looking development strategies in the newly industrializing countries.
The threat of increased OECD protectionism has given new impetus to the debate on
optimal trade and incentive policy in developing economies and may strengthen the posi-
tion of those who oppose further movement towards liberal trade regimes and outward-
looking development strategies. (The “new protectionism” is discussed, €.g., in Balassa,
1978.)

It has been stated that increased OECD protectionism may necessitate across-the-
board tariffs to allow the required import substitution to proceed, while it has also been
argued that foreign protectionism will induce an across-the-board increase in production
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for the home market. On the other hand, there are those who maintain that when export-
ing is “more difficult” the exports themselves are “‘all the more valuable’ and that increased
attention should therefore be given to export promotion. Moreover, it is not always clear
in this debate whether a particular statement simply predicts what wil/ happen or whether
it is normative and tries to tell us what shou/d happen as a consequence of foreign protec-
tionism. Will exports fall, and if so, is it optimal for them to fall? Will import substitution
increase and, if so, is this optimal? What will and/or should happen in sectors producing
nontradable commodities? These are the questions discussed here. We assume a unilateral
across-the-board increase in OECD protectionism leading to a contraction of export
demand as an exogenous event and analyze its impact on a single semi-industrial develop-
ing economy. The analysis is microeconomic and aggregate-demand effects are not consid-
ered. Section 2 describes the general equilibrium model used for the analysis, Sections 3
and 4 report and discuss the results, and Section 5 suminarizes and concludes.

2 THE MODEL

The analysis is based on a small, seven-sector general equilibrium model of a “typical”
semi-industrial economy. This section describes the essential features of the model. The
coefficients and parameter values are based on Turkish data but have been somewhat
modified to free the data base from some peculiarities of the Turkish situation. The model
should be viewed as a stylized one that attempts to capture the various mechanisms and
interactions that are important when analyzing the effect of changes in foreign demand
on resource allocation in the domestic economy.*

2.1 Production and Supply

The model distinguishes seven sectors: agriculture, consumer goods, intermediate
goods, capital goods, construction, infrastructure, and services. This represents the mini-
mum amount of disaggregation that still provides an interesting variety in sectoral behavior
and characteristics. Each sector i produces domestic output, X;, using capital, labor, and
intermediate inputs. Intermediate input technology is given by an input—output matrix
of fixed Leontief coefficients, but capital and labor substitute according to a two-level
constant elasticity of substitution (CES) production function. Labor of different skills or
occupational categories is first combined into a CES labor aggregate. The latter is then
combined, again via a CES function, with capital to produce sectoral output. Capital
stock in each sector is considered fixed during the period studied. Each sector maximizes
profits, hiring labor until wages equal marginal revenue products. The demand for labor
so generated must match the supply of labor, which is given exogenously. For a given set
of product prices there are, therefore, as many excess-demand functions for labor as there
are labor categories. Given product prices, these excess-dernand functions can be solved
to yield wages by labor category such that the demand for labor matches the supply.

*An appendix containing the complete set of model equations and variables is available from the
author upon request.
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Employment and output are then determined in each sector. Thus we can visualize supply
functions, one for each sector, that associate a vector of domestic outputs with any vec-
tor of prices. These supply functions will be of the form:

X% =X3PD.PD,,....PD ;ER)  (i=12,..n) (1)

where the PD; denote domestic commodity prices and £R denotes the exchange rate.
Equilibrium wages, the determination of which underlies the derivation of the supply
curves, are dependent only on PD; and £R and can, therefore, be removed from the sup-
ply functions by substitution. Note that the exchange rate appears in the supply functions
because it determines import prices and therefore affects intermediate input prices and
through these the marginal revenue product equations.

2.2 Imports and Exports

The specification of foreign trade and its interaction with the domestic economy
constitutes the most important part of the model. First, let us consider imports. The speci-
fication adopted here follows that of Armington (1969) and more recent work on general
equilibrium models of open economies (e.g., Dixon et al., 1977; Dervis and Robinson, 1978;
Dervis, 1980; and de Melo and Robinson, 1980). For each commodity category an “aggre-
gate” or composite commodity Q; is defined, which is a CES function of imports, M;, and
domestic goods, D;:

-0 -p; 'l/p,'
0, = v,[8,M "1 + (1 — 5,0, (i=12,..n) @)

where 7;, §;, and p; are parameters, with o; = 1/(1 + p;) denoting the “trade substitution
elasticity” between foreign and domestic goods. Consumers (producers) demand (supply)
this composite commodity such that the demands for imports and domestic goods become
derived demands in the same way that factor-input demands are treated as derived demands
in traditional production models. With PD; denoting the domestic price of the good and
PM; denoting the user price of imports (in domestic currency), first-order conditions for
cost minimization yield:

m. = M,/D, = (PD,/PM,)"(5,/[1 — 5,])"" (i=12,...n) 3)

and

.O".

dl = DI/QI = (1 - 61)01(P1/PD1)G‘ 7[.p' (l = 1»25' . an) (4)
where m; is the ratio of imports to domestic goods, d; is the ratio of domestic goods to
total composite-commodity demand, and the P; denote composite-commodity prices.
These prices are simply given by the cost function corresponding to the CES aggregation
function:

-a 1/(1'(7,')

P= ()08, Py, + (1 — 8 PD," ] G=12.....n) )
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Note that import prices to the domestic user are given by:

PM, = PW,(1 + tm,)ER i=12,....n) ©)

where the FW,- denote world prices (in “dollars™), ER is the exchange rate, and tm; are ad
valorem tariff rates.

This specification allows a flexible and realistic treatment of imports. They are not
perfect substitutes for domestic goods and the model allows two-way trade. The domestic
price system has a certain autonomy and, while influenced by world prices and tariffs, it
is not entirely determined by them. On the other hand, contrary to the rigid two-gap type
models that used to be popular in the development literature, relative prices do matter
and domestic goods can substitute for imports. Note, finally, that we assume infinitely
elastic foreign-supply curves for imports: the PW,- are fixed and the country is “small” on
the import side.

Turning now to exports, we assume downward-sloping foreign-demand curves of
the form:

E,= E(PWE)" (7)

where the E; denote exports, n; are the price elasticities of foreign demand, and the PWE;
are the dollar prices of our country’s exports:

PWE, = PD,/(1 + te,)ER (8)

where the re; are rates of export subsidy. We do not assume that the country is necessarily
“small” on the export side though a large value of n; will approximate the small-country
assumption. It is, however, unrealistic to specify infinitely elastic export-demand functions
in an applied general equilibrium model. The magnitude of the export-demand elasticities
will depend not only on a country’s market share but also on the degree of product differ-
entiation characterizing products from different countries. The more significant a country’s
share in the world market and/or the more differentiated the product in question, the
lower one would expect export-demand elasticities to be. Finally, note that export supply
is derived residually by subtracting domestic demand from total domestic production.

2.3 Supply, Demand, and the General Equilibrium Solution

As discussed above, domestic prices and the exchange rate yield n sectoral supply
functions (eqn. (1)). Using the domestic use ratios d; defined in eqn. (4) above, we can
build up corresponding sectoral demand functions. Let V;, C;, and Z; denote, respectively,
intermediate demand, consumption demand, and investment demand in the domestic
economy. Each one of these demands depends on the relative price system, including the
exchange rate. The domestic demand functions for domestically-produced commodities
will be of the form

D, = d,(PD;ER) - (V,+ C,+ Z) (i=12,..,n) ©)
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where the d; are given by eqn. (4) and

V.= V,(PD,PD,,....PD,;ER) (i=1.2,...n)
C,= C,(PD,PD,,....PD ;ER) (i=1.2,...,n) (10)
Z,=Z(PD,PD,,...,PD,;ER) (=12,..,n)

since each component of demand for the composite commodity depends on incomes and
relative prices. To obtain total demand for domestically-produced commodities, we must,
of course, add export demand to domestic demand. Substituting eqn. (10) into eqn. (9),
and adding eqn. (7), yields sectoral aggregate demand functions of the form

Xj? = XP(PDI,PDz,...,PDn :ER) (11)

Subtracting the sectoral aggregate supply functions of eqn. (1) from eqn. (11) gives us n
excess-demand functions. For general equilibrium we must set all excess demands to zero:

— vD . — vS . _
EX,= XP(PD ,PD,.....PD ;ER)— X3(PD ,PD,,...,PD ;ER) =0
(i=1.2,...,n) (12)

This gives us n equations in # + 1 variables: the n domestic commodity prices and
the exchange rate. We also have the balance-of-payment constraint:

EF. =

]

I

— n —
PW.M,(PD ,PD,,...,PD_;ER) -z PWE,E,(PD ,PD,,....PD ;ER)— F = 0

=1

(i=12,...n) (13)

where F stands for the exogenous value of the net foreign-resource inflow (F = 0 if there
is trade balance). This gives us r + 1 equations in n + 1 variables. The excess-demand
equations are, however, not independent (from Walras’ Law) and we require a price nor-
malization or numeraire to close the system. The normalization equation will take the form

PD.+E Q. PM. =P G=12,...n) (14)

where £2;4 and 2;, are fixed weights so that an overall price index of all commodities
(domestic and imported) remains constant at P. Given that PM; = PW;(1 + tm;)ER, the
normalization equation is again one with PD; = 1,2,...,n and ER as the only endogenous
variables. The price level equation (14) closes the system and in principle allows us to solve
for domestic commodity prices and the exchange rate as a function of the exogenous
parameters and government policy variables. We cannot solve the model analytically, but
we can solve it numerically and use it as a systematic device to explore the general equi-
librium effects of changes in exogenous variables and parameters. (The solution technique
is based on a modification of the principle of Walrasian titonnement: an initial guess at
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prices and the exchange rate is progressively revised taking account of indirect linkages
until excess demands disappear.)

3 THE EFFECTS OF AN EXOGENOUS SHIFT IN EXPORT DEMAND

Let us consider an exogenous rise in foreign protectionism such that, at initial
export prices, foreign demand for our country’s exports is 20% lower than it used to be
(see Figure 1). All other parameters in the model remain constant and the government
keeps the overall price level constant by appropriate macroeconomic policies. What will
be the price and resource-allocation effects of the inward shift in export demand?

PWE 4

mé

FIGURE 1 A shift in export demand caused by foreign protectionism.

Consider a sector that exports a considerable fraction of its total output. The initial
effect of the contraction in export demand will be to create excess supply in this sector.
Producers will no longer be able to export the same amount as before and total supply in
these sectors will exceed total demand, i.e., the sum of domestic and foreign demand.
Summing over all sectors, there will also be excess demand for foreign exchange as export
revenues are no longer sufficient to pay for imports. These disequilibria, brought about
by the inward shift of the export demand functions, will lead to price adjustments that
restore general equilibrium in the economy. In response to excess supply, the domestic
price of exportables will tend to fall. In response to excess demand for foreign exchange,
however, the exchange rate will tend to increase, putting upward pressure on the price of
all tradables and depressing the price of nontradables. Note, furthermore, that the world
prices of exports, PWE;, are obtained by dividing the domestic prices by the exchange



Foreign protectionism and resource allocation in a developing economy 49

rate adjusted for export subsidies, so that an upward adjustment in the exchange rate (i.e.,
a devaluation) will lead to an expansion in exports along the demand curves depicted in
Figure 1. In any particular sector, exports may be higher or lower than before the distur-
bance, depending on whether or not the devaluation-induced expansion in exports along
the demand curve more than compensates for the decline in exports due to the inward shift
of the demand curve. The extent to which exports expand after devaluation depends
crucially on the export demand elasticities. With other factors equal, an across-the-board
increase in foreign protectionism will lead to an increase in exports characterized by high
price sensitivity, and a decrease in exports with low price sensitivity of demand. In the
former case the outward movement along the demand curves due to devaluation will out-
weigh the inward shift in the same curves whereas in the latter case the reverse will be
true. Figure 2 illustrates the difference. In Sector X export demand is elastic enough for
the devaluation-induced fall in PWE from PWE® to PWE" to lead to exports OC higher
than the initial OA. In contrast, in Sector Y OM < OK because the movement from L

to M on E' is not enough to compensate for the shift from E° to E™.

PWE 4 PWE 4

Sector X Sector Y

PWE® PWE®

PWE? PWE!

FIGURE 2 Compensating devaluation and the behavior of export volume in high- and low-elasticity
sectors.

The discussion above is based on the assumption of constant domestic prices, PD;,
so that the PWE; change only because of the exchange-rate adjustment. In fact, however,
domestic relative prices do not remain unchanged. As noted before, domestic prices will
tend to fall in sectors where exports constitute a large proportion of output. In contrast,
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they will tend to rise in sectors producing import substitutes because the exchange-rate
adjustment will lead to substitution favoring an increased demand for domestic goods. If
these primarily import-substituting sectors also export some fraction of their output,
exports will be adversely affected by the domestic price rises. Thus, exports from a sector
may decline even though the elasticity of export demand is very high, if the domestic cur-
rency price goes up significantly in that sector.

All these factors interact in determining the impact of a rise in foreign protection-
ism on resource allocation in the domestic economy. Table 1 summarizes the effect of a
20% inward shift of all export demand curves on domestic currency prices, export prices,
and export volumes in the model.

Note first that there is a 5.1% exchange-rate adjustment after the decline in foreign
demand. This devaluation in itself causes all export prices PWE; to decline. Some, however,
decline more than others reflecting variation in the behavior of domestic prices. We have

PWE,. = PD’./(I + te)ER
so that

PWE, = PD — ER

where () stands for percentage change. Compare, for example, Sectors 2 and 3. Both are
characterized by the same high, export demand elasticities, but consumer-goods exports
expand by 8.7% whereas intermediate-goods exports contract by 5.8%. The reason for
this is the substantial increase in the domestic price of intermediates which offsets part of
the devaluation. The remaining 2.8% decline in the export price is not enough to compen-
sate for the inward shift of the demand curve for exports. The opposite is the case for
consumer goods. Here the domestic price remains almost constant so that the devaluation
translates into a 5.3% decline in the export price. This more than offsets the effect of the
inward shift of the demand curve and exports expand by 8.7%.

Why do domestic prices behave so differently? The explanation is largely to be found
in the shares of exports and imports, ¢; and m;, in total domestic output, and the trade
substitution elasticities o;. The prices of intermediate goods and capital goods rise because
these sectors have high import shares and devaluation causes substitution towards domestic
goods, thus causing upward pressure on prices. This pressure is strongest in the intermediate-
goods sector because of the higher substitution elasticity, 1.5, compared with only 0.5 for
capital goods. There is no import-substitution effect in other sectors because the share of
imports is insignificant to start with.

Consider now agriculture and services. Despite the fact that export prices fall in
both sectors by even more than do the prices for consumer goods, export volumes also
fall. This reflects the low export demand elasticities in those sectors: the movement along
the demand curves is not enough to compensate for their inward shift.

Note, finally, that total export volume in base domestic prices falls almost impercep-
tibly by 0.03%, but dollar earnings fall by a much more significant 5.6% from 1,762 to
1,663 million dollars.

Let us next consider what happens to value-added or net prices as an indicator of
the sectoral resource-pulls generated by the shift in foreign demand.
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TABLE 2 The effect of a 20% decline in export demand on per-unit value-added.

Sector?
) 2) 3) “4) (&) (6) 7
Change in net prices -1.7 0.5 2.5 —0.6 --0.5 -0.9 —0.7

%The sectors are numbered as in Table 1.

Table 2 shows that only consumer goods and intermediate goods are positively
affected. Several factors determine the behavior of net prices. First, the net price in a sec-
tor is of course affected by the particular gross output price in that sector. Thus with a
1.3% decline in output price, one expects a decline in per-unit value added in agriculture.
The net price in any sector, however, is also affected by changes in intermediate input
prices of sectors supplying intermediate inputs, including imported intermediates. The
decline in agriculture prices, for example, will have a positive effect on consumer goods
because that sector purchases a significant amount of agricultural inputs. Table 2 describes
the net results. Nontradable commodities, sectors heavily dependent on imported inter-
mediate inputs (such as the capital goods sector), and sectors producing exports with low
foreign-demand elasticities (such as agriculture) suffer a decline in net price. Sectors that
produce price-elastic exportables such as the consumer goods sector, and sectors that can
provide import substitutes without being too heavily dependent on inputs, such as inter-
mediate goods, benefit from a rise in net price.

This essentially sums up the story. The experiment illustrates some of the most
important general equilibrium effects that can be expected from a decline in foreign
demand in an economy that adjusts to it by letting the exchange rate find its new equilib-
rium value. Export volumes may decline or rise depending on the magnitude of the shift
in foreign demand, the sensitivity of export demand to prices, and the changes in the
domestic price system. Total export earnings will decline. Imports will, therefore, also
decline in value and in volume since we assume fixed world prices for imports. In the
domestic economy, net prices will increase in import-substituting sectors provided they
are not too heavily dependent on imported intermediate inputs. Price-elastic exportables
will also benefit. Producers of nontradable commeodities and producers of exports with
low price elasticities will experience a decline in net prices.

4 THE EFFECT ON OPTIMAL POLICY

In this section we consider in what sense and direction optimal policy advice should
change, if at all, after a decline in export demand induced by foreign protectionism. For
this purpose consider four experiments. The first two are those that we have already
described above. Experiment E-1 has the initial export demands, whereas Experiment E-2
assumes an across-the-board 20% decline in foreign demand. Both situations are character-
ized by trade taxes and subsidies that distort resource allocation and bias incentives against
exports. Experiment E-3 assumes the initial, higher export demands of E-1, but it also
assumes free trade and, therefore, no anti-export bias in trade policy. Finally, Experiment
E-4 has the same 20% decline in foreign demand as Experiment E-2, but continues to
assume a “neutral” (free trade) incentive policy. Let us define this neutral structure of
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incentives as optimal but note that free trade may not in actual fact be optimal. With
export demand less than infinitely elastic, there is a “first-best” argument for export taxes.
There may also be other second-best arguments for protection, but for simplicity let us
consider free trade as the most desirable policy and illustrate how policy advice, as such,
is affected by a shift in foreign demand.

Consider situation E-1. With anti-export bias in incentives, good policy advice should
try to move the economy closer to what it would be under free trade, or to what it is
under E-3. How will the nature of this advice be affected by the exogenous decline in
export demand? Clearly E4 represents the free-trade equilibrium, and instead of moving
from E-1 to E-3, the economy should move from E-1 to E4. Note that without policy
changes it will, in fact, move to E-2 as described above. Table 3 summarizes the most
important results in terms of percentage changes from the E-1 base.

Consider first net prices. A movement to free trade before the rise of foreign pro-
tectionism (Experiment E-3) would have increased per-unit value added in all sectors,
except in the strongly-protected intermediate-goods sector. The same is true if there is a
movement to free trade simultaneously with a decline in foreign demand (Experiment E4).
While the general direction of resource-pulls does not change, the ranking of sectors does
change because of the differential impact of the exogenous decline in foreign demand on
the different sectors. The difference in ranking between the net price results of E-3 and
E-4 reflects what is already summarized in the results for E-2: an across-the-board decline
in export demand positively affects the consumer-goods and intermediate-goods sectors.
All other sectors suffer a loss in net price and this result is independent of the initial level
of trade taxes and subsidies.

The percentage changes in export and import volumes also presented in Table 3
illustrate more vividly the effect of moving to free trade and the impact of a shift in
export demand on the consequences of free trade. The predicted consequences of trade
liberalization on trade volumes and patterns definitely change when one combines trade
liberalization with a decline in foreign demand. The differences are again to be explained
largely in terms of differing export demand elasticities, trade-substitution elasticities and
trade shares, and their general equilibrium interaction.

Let us attempt to summarize the results. An across-the-board decline in foreign
demand will lead to a change in relative prices and an exchange-rate adjustment. Sectors
producing very price-elastic exports and sectors producing import substitutes will benefit
from the change in the structure of prices. Sectors producing nontradable commodities
and sectors producing exports with a low price elasticity of demand will suffer a decline
in their net prices. As regards the question of optimal policy advice, one must distinguish
between advice on optimal policy, as such, and advice on specific sectors and projects. If
free trade is believed to be an optimal policy, a decline in foreign export demand should
not affect either that belief or the advice to implement free-trade policies. If, on the con-
trary, a certain pattem of protection is considered optimal on the basis of, for example,
terms-of-trade and/or infant-industry arguments, the nature of optimal policy again should
not be affected by a change in foreign demand conditions. If, however, by policy advice
we mean advice on specific projects or sectoral expansion programs, the situation is, of
course, quite different. This kind of policy advice can and should be affected by a decline
in world demand for a country’s exports. Consider, for example, the following situation.
Two large export-oriented projects are under consideration, one in agriculture, the other
in the consumer-goods sector. How should the decline in export demand affect appraisal
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of these two projects? To discuss this question, let us refer back to the percentage change
in export volumes under E-2, E-3,and E4 presented in Table 3. In the project-appraisal
literature projects are often viewed as a means for moving the economy towards the situa-
tion it would move to if optimal policies could be pursued, even though these optimal
policies are not actually in effect. If we view these projects as instrumental in moving the
economy towards free trade, they would probably both be justified since exports from
both sectors expand substantially after trade liberalization, by 26.7 and 27.1%, respec-
tively, with constant foreign demand, and by 14.9 and 39.8%, respectively, with declining
foreign demand. If the projects are large and mutually exclusive, however, the decline in
foreign demand makes the second project (in the consumer-goods sector) look more
important since required export expansion in agriculture declines from 26.7 to 14.9%
while required export expansion in consumer goods increases from 29.1 to 39.8%.

Suppose, on the other hand, that we do not believe that trade taxes should, in fact,
be abolished and that we view the existing set of taxes as optimal or at least as permanent.
In that case what would happen with hypothetical free-trade policies is not important and
E-2 becomes the relevant experiment. A decline in foreign demand with constant trade
taxes leads to a 9.3% decline in agricultural exports. The first project should, therefore,
be rejected. The second project can be accepted provided it is not too large, since the
across-the-board decline in foreign demand will, in fact, require an 8.7% increase in
exports of consumer goods.

5 CONCLUSION

The experiments described above illustrate how a general equilibrium model can
Lelp clarify the effects of a possible rise in OECD protectionism on resource allocation
and project selection in developing economies. General statements concerning resource
allocation effects can be made but they are more subtle and qualified than those some-
times heard in current discussions. Finally, it must be stressed that we have analyzed the
effects of a once-and-for-all decline in export demand on a single economy. Questions of
retaliation and North--South bargaining have not been discussed. Furthermore, if OECD
protectionism takes the form of a continuous chain of reactions tending to limit export
expansion from LDCs whenever and in whatever markets expansion occurs, the situation
would be quite different from that examined here.
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POLICY ADJUSTMENT RULES IN AN OPEN EXCHANGE
MODEL WITH MONEY AND ENDOGENOUS BALANCE OF
TRADE DEFICIT

Michiel A. Keyzer
Centre for World Food Studies, Free University of Amsterdam, Amsterdam
(The Netherlands)

1 POLICIES AND POLICY ADJUSTMENT RULES
1.1 Problems in Distinguishing between Target and Instrument

We shall consider the role of policy variables in a model of general economic equi-
librium, In this context a policy variable is one whose level is decided by a “ruling” actor
in the model, such as a national government or an international agency. We do not follow
the traditional practice of subdividing policy variables into targets and instruments. We
first explain the problems related to this distinction, both as a descriptive and as a model-
ing concept, and then outline the approach taken in this paper.

We consider a national government which has taken an official decision to run a
specified trade deficit. The mere taking of this decision does not, of course, enforce its
realization. In order to realize the targeted trade deficit, international trade and foreign
credit have to adjust, and these adjustments, in turn, must be enforced. For this purpose
the government has at its disposal price instruments such as tariffs on trade, premiums on
foreign credit, and variations in exchange rate, quantity instruments such as quotas on
international trade, rationing of domestically available foreign currency, and regulation
of money supply, and financial instruments such as government expenditure and income
tax. Government policy usually has more than one target and several of the instruments
listed above may have target values of their own. Thus any classification of policy vari-
ables into targets and instruments would require revision as soon as any of the targets
appeared to be mutually incompatible or insufficient as determinants of unique instru-
ment values,

1.2 Distinction between Target and Instrument in an Economic Model

In terms of mathematical models this problem can be summarized as follows. Let
(uy, Uz, ..., Uy) be policy instruments and (x,,X,, . .., Xny) be policy targets. Further,
let policy instruments be related to targets according to the function
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x; = fi(ug,uy, ... uy) (i=1,2,...,n)

The question is now whether, for a given target value X; of x;, we can uniquely solve
X = filug,ug, ... uy) (i=1,2,...,n)

In a linear model this is generally not too difficult to achieve although it is of course
dependent on f; and on %; (see Tinbergen, 1956). But even in a linear model a negative
answer can occur, requiring a respecification of the model. In order to avoid this type of
trial-and-error procedure it is better to formulate the model in terms of ““goal program-
ming” (see Charnes et al., 1975):

min X;—X;
ul,uz,,..,umzil| ! !

subject to

Xp = fi(ulyu25~-~,um)

However, this model still has two disadvantages. First, there may be an infinity of
optimal numerical values of (u,,u,, ..., U, ). Second, all deviations from target have to
be combined into one single objective function. As long as a unique solution (uf,us,. ..,
uy,) exists such that x; = %; for all i this is not a problem. In a nonlinear model such an
outcome would be rather fortuitous and a solution with nonzero deviations from target
is likely to occur: then the specification of the objective becomes a critical determinant
of the outcome since it reflects the decision-maker’s preferences among various deviations
from target of the variables x;.

From a mathematical point of view one can easily generalize this into a utility-
maximizing formulation:

man(xlers' .- 7xn;xl,x2" . ’xn’ul5u27' .. ,un)
subject to
x; = fi(uy,uy, ... uy) (i=1,2,...,n)

This general formulation merely shifts the problem to one of finding an adequate specifi-
cation of the objective. Moreover, numerical solution may be very cumbersome since even
in simple applications f; may be nonlinear, nonconvex, and not differentiable at every
point, as we shall see below.

We therefore follow a different approach here: we do not distinguish between
policy targets and policy instruments but merely use the concepts of policy variables and
policy adjustment rules.
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1.3 Policy Variables

We define an x-policy as a string of variables {x'}{,, x! €R™ which describes L
adjustment phases between an original, exogenously specified policy target x° and a final
policy realization x (notation: x =x% % =x°). Each variable x is constrained within an
adjustment set X*:

x' = xeR¥<x <5
for given x* and %' such that
xXtcx

In the same way we can define a y-policy, a z-policy, etc.: these could be, for example,
a price policy, a buffer-stock policy, an income-tax policy, etc.

1.4 Policy Adjustment Rules

Policy targets within the same economic model may be conflicting. We define
adjustment rules between policies in order to resolve possible conflicts, and state that
in the /th adjustment phase y-policy has a weak adjustment rule with respect to x-policy
if,fori=1,2,...,n:

yi<yi<pi implies x}=x}"
We denote this type of rule by x' @ .

Similarly, in the /th adjustment phase y-policy has a positive adjustment rule with
respect to x-policy if, fori=1,2,... n:

yi=t implies x!>xi™

yi<yl<pl implies x}=xl"!

yi=y implies x! <x!i™1

We denote this type of rule by x' + @ P
Finally, we speak of a negative adjustment rule of a y-policy with respect to an
x-policy in the /th adjustment phase if, fori=1,2,...,n:

=yt implies x! < xi!

yi<yi<pl implies x}=xi"

yi=yi implies  x!> x!!

We denote this type of rule by x! — @ P
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These policy adjustment rules can also be formulated in the language of mathe-
matical complementarity problems:

@)y =) X x Y =X (Tl =) (i =y =0
fori=1,2,...,nandgvenx'"' € X'}

o+ Q) Y=y e (X x Ylx =x' + A% — A%, A%, (7 =) =0,
Ax.(y —Zl) =0, A'x >0, Ax >0, for given x'™' € x}™1}

xt— @ W=, e x YHx=x" + A'x —Ax, A'. (y —yH) =0,
Ax. (7 —y)=0,A'x>0,Ax =0, forgiven x' ' € x'™1} -

Figure 1 shows the adjustment rules for x', y' € R

y! y! y!
) I I —
y! - -
- 1
| I i
| I —_—
xI1 > x! xl-l > x! x!1 > xl

x &y X+ Oy xl— & y!
(a) {b) (c)

FIGURE 1 Weak (a), positive (b), and negative (c) policy adjustment rules.

Once the policy adjustment rules have been specified we can formulate a minimiza-
tion of the deviation from target:

min [lx — x| + ||y — pll

This norm minimization ensures that, in the case of multiple solutions, the solution with
the largest number of variables on target for each element of the vectors x, y is selected.

2 AN OPEN EXCHANGE MODEL WITH ENDOGENOUS TRADE DEFICIT

We apply the foregoing definitions of policy adjustment rules in the formulation
of a one-period general equilibrium model of an open economy with lagged production
(given endowments), and we consider a private demand sector and a government as
actors. There are n commodities indexed i or 4.
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2.1 Private Demand

The private demand sector follows a generalized linear expenditure system:

pix; = V%Pho\lﬁm +bpy) ()

where

p; = domestic price (policy variable),
x; = private demand,
A\; = tax variable (policy variable),
, by = fixed coefficients,*
v = overall demand adjustment variable (policy variable).

ap;

2.2  Government Demand

Government has a demand w for buffer stock and a public demand g. Public
demand consists of (K — 1) categories indexed k.

K
g =V 2 Nl (2)
k=2
where
g; = public demand,
Ar = level of kth public demand activity (policy variable),
(Cr1Cras - - - »Cpn) = commodity bundle in kth demand category (Cg; = 0).

2.3 Balance Equations

2.3.1 Commodity Balance
Net import equals net domestic demand:

Zi—z; = xp+tw+g— 7 (3
where

Z; = import,

z; = export,

* It will be shown below in Section 3 that this demand model is consistent with a Stone-Geary linear
expenditure system with income equal to the value of endowments and taxation proportional to
income. The double bar = over a variable indicates a fixed coefficient.
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z; = net import,

x; = private demand,

w; = buffer-stock demand (policy variable),
g; = public demand,

¥; = total supply,

and
. -
Zi, 25, X, Wi, 8 = 0

2.3.2 Financial Balance
For a given import price p{”* and export price pi°~ (p{’*, p{’~ > 0) the following
balance of payments must hold:

T (T =PI = N @

where

p¥*, pi~ = import and export prices,
2z}, z; = import and export quantities,
Ao = trade deficit (policy variable).

2.4 Policy Adjustment Rules

2.4.1 Marker Policies

Market policies are here taken to mean those policies referring to international
trade, buffer stocks, and prices. International trade is subject to quotas expressed as
upper and lower bounds on net trade in each commodity. Price policy is characterized by
a central price target and combined with the following buffer-stock arrangement. As long
as net trade in a given commodity stays within its preset bounds, prices remain on target
if a tariff is imposed on international trade. A buffer-stock agency therefore buys at a
floor price and sells at a ceiling price. As long as total trade has not reached a bound, the
price remains on target and the buffer-stock agency buys the target quantity. When a
lower bound on net import is in operation, the price drops below target. As long as the
price remains above the floor price the buffer-stock agency will remain passive and just
buy the target quantity. As soon as the price reaches the floor price the stock agency
buys until the maximum stock capacity is met. Then it cannot buy any more and the
price can drop further. The reverse ty pe of mechanism holds when an upper bound on net
import is in operation. In terms of the definitions given earlier, these policy adjustment
rules can be written compactly as

pz—@w-—@pl+@z )

All these policies imply budgetary costs (or benefits) for the government and affect
financial policies.
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2.4.2 Financial Policies

Financial policies are here taken to mean those policies concerning tax, public
demand, and balance of trade. The overall demand adjustment is only introduced to
guarantee the existence of a solution in case the bounds on other financial policies have
been set too tight (see Keyzer, 1981). The adjustment rules for financial policies are
specified as

Mo G ... & Mo (6)

where k(1), k(2), . . ., k(L) is a specified priority ranking with k(1) for the lowest pri-
ority (first adjustment) and k(L) for the highest priority.

Price
t
— eo— Target

——+  Upper and 1

lower limits

Net export

Stock increase
Price — @ Stock — @ Price — @ Net export

FIGURE 2 Interaction of price, stock, and trade policy.

Figure 2 illustrates the following adjustment phases of market policies:

A price, stock, and trade are at target level,
BC price and stock are at target level, and trade adjusts;
GB, CD price adjusts, stock is on target, and trade is at a bound;
ED, GH price is at a bound, stock adjusts, and trade is at a bound;
EF, HI price adjusts, and stock and trade are at bounds.

Conditions have been stated elsewhere (Keyzer, 1981) which guarantee the exist-
ence and uniqueness of a solution to this model and an algorithm to compute this
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solution will be given, Now, in order to illustrate the applicability of the open exchange
model we formulate a more specific model.

3 AN APPLICATION: MONEY AND INCOME FORMATION IN THE OPEN
EXCHANGE MODEL

The private demand sector is now disaggregated into J income groups, indexed j.
We explicitly describe demand for money and income formation without departing from

the mathematical framework of the open exchange model of Section 2. Commodities,
indexed i, can be goods as well as factor services: their total supply is given.

3.1 Private Demand

3.1.1 Consumption®
pixi; = Yy (m;_gphfhi) +pi%;j (7

3.1.2 Expenditure

m; = m;—s; (8)
3.1.3 Saving
s; = Gm; +v;(F) )

3.1.4 After-Tax Income™*
m; = (1 —z)(Z(pifi,-)+f,-+q.l,-) (10)

3.1.5 Investment in Commodity i
il = Wym; +pil; + ky(F) (11)

3.1.6 Money Demand
d] = gl] Z p,-(xij e f:J + ll] (active Cash)
i
+ [t/(1 — )] m; (income tax) (12)

+6,;(F) (inactive cash)

* Following a Stone—Geary linear expenditure system.
&%k - . H
A minus-one subscript denotes a one-period lag.
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3.1.7 Money Supply
Y= vyitsi T Zpiiij (13)
4

3.1.8 Interest Income (Next Period)
q; =p_17_’(7.7j—dj) (14)
The variables used above have the following meanings:

demand for domestic currency,

money income (in domestic currency),
committed investment quantity,

after-tax income (domestic currency),

total expenditure (domestic currency),

(retail) price (domestic currency) (policy variable),
interest income from loans,

real interest rate on one-year loans,

savings (domestic currency),

tax rate (policy variable),

domestic currency supply,

consumption,

committed consumption (quantity),
consumption from own production (quantity),
supply,

marginal budget share, and

demand coefficient for active cash.

] I I TR
(1 [ | | | Y [ T

QMM N g Xy K QN 2 MQ T
Il

—

All variables refer to the private sector.

3.2 Government Demand

Public demand, g, for commodities is specified as in eqn. (2):*
& = g Arlin (15)

Apart from public demand, government has a buffer-stock demand, w, for commodities,
and a net buffer-stock demand, /, for money (! = liquidity absorption by the central
bank).

* we disregard overall demand adjustment here since this is purely a computational device.
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3.3 Balance Equations

3.3.1 Commodity Balance

Zi

—z =Y (i) twitg—F

]

3.3.2 Money Balance

That —Zpy = L d;+ 1 _Z Y
i i

]

3.3.3 Balance of Payments

T (P2 =) = o
1

3.3.4 Convertibility of Currency

Case 1: Full Convertibility

+ - —
Zpoy ~Zpr the = 0

Case 2: Non-Convertibility

+ - -
Znit —2Zpey = 0

where

p¥ 7, p¥* = export and import prices,*

-+
%4, 25

- +
Zp+1s Zn+l

Ao

and

export and import quantities,
export and import of domestic currency,

balance of trade deficit* (policy variable),

- w- + w+
2y, P 524, Dy =0

3.4 Policy Targets and Policy Adjustment Rules

3.4.1 Policies on Commodity Markets
The same price, stock, and trade policy as was specified in Section 2.4 is assumed

to hold:

* . . . .
Expressed in international convertible currency.

M.A. Keyzer

(16)

(17)

(18)

(19a)

(19b)
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pz—@w—@pl+@z (5)

The price target p° is taken to be the result of a fixed-tariff policy with respect to import
price:

pY = mp*(1+6,) (20)
where

p® = price target (domestic currency),
p¥* = import price,

0; = tariff rate, and
7 = exchange rate.

3.4.2 Monetary Policy
Inflation Policy

The target rate of domestic inflation p is assumed to be a linear function of the rate
of inflation of international currency p%:

Inflation control is realized through liquidity adjustment:

p)— Q)1 (22)

Exchange-Rate Determination
The inflation policy codetermines the exchange rate

7 = (p/p¥)7m,
where

p = one plus domestic inflation rate,
p¥ = one plus international inflation rate,
[ = liquidity absorption by the central bank (domestic currency), and
7 = exchange rate (domestic currency per unit of international currency).

3.4.3 Financial Policy

Trade deficit adjustment forms the first line of defense of national financial policy:
once this adjustment is at its bound, public demand adjusts, and finally, if all components
of public demand are at their respective bounds, the rate of income tax adjusts:

OO ... .ONLON
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3.5 Reduction to the Open Exchange Model

We now show how the model can be reformulated into a special case of the open
exchange model specified in Section 2.
We define deflated commodity prices as

pi = pilp
and money price as
Pr1 = 1/p
In addition, the tax variable A; is given by
N = 1—1t
We further define the following coefficients of the private demand system:

i = Py +75(1—6) (h,i=1,2,...,n

Qi

S

il

bi = Fnj+ Tn) s — FnfVis) (h,i=1,2,....n)

where 8,,; = 1 if i = h and 0 otherwise.

Bai = (f+a)Wy+750-6)] (=1,2,...,n)
5{1+1,i = K](?)_UJ(F)’)’:U (l= 1,2,...,’1)

The coefficients for net money demand can be derived as follows:

di—v = &y [(m;—sy) _; pi&; —i)] + [1/(1 = D)]m; +85;(F)
=S Uyt ; Pl

Thus, fori=1,2,...,n,we can define

By = {—(1 +6)+5,;1(1 —Uj)+; Uil +;$hj}fij

Bhatner = (“(1 +8;) +8,;[(1 —Of)+§h: Yasl +iz: J;.,) (f;+ 4-1)

Teni = (V4810 — 8% + 81555
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Biuiner = 52,‘(7)_01'(7)*0-1,""glj(fj"“l—j)"‘(1 +31j)[z K (F) —v;(F)]

Summation overj, fori,h=1,2,...,n+ 1, yields the coefficients of the demand
system.

Monetary policy can be looked at as a buffer-stock and price policy for money
(money “price” is 1/p). In Case 1 (full convertibility) the balance of trade including
money inflow has to be zero and cannot adjust further since all financial adjustment takes
place in the (» + 1)th commodity. In Case 2 (non-convertibility) the balance of trade can
adjust.

We have thus shown that the open exchange model with money can be considered
as a special case of the model described in Section 2.

3.6 Operation of the Model

In order to explain the functioning of this model let us consider what might happen
as a consequence of a downward shift in supply of the first commodity, say oil, on the
international market:

w+ w-
(a) pt", pY" 1
First, we would expect an increase in international oil prices (expressed in inter-
national currency).

(®) Ao t
Assuming net imports to be inelastic in the short run, we expect that the trade
deficits of all importing countries would increase.

(c) p*t

The oil exporters would in the short run absorb these deficits. However, after a
while they would start spending so that the international currency market would get
oversupplied, forcing the money price to drop, i.e., international inflation might possibly
start to offset the hike in the oil price.

(d) p = p™, 7 constant

If the central bank of a country with nonconvertible currency tried to keep its
exchange rate fixed it would have to adjust its money supply and thus import inflation,
as would be the case under free trade.

(e) mjlp {

For an oil-importing country, the increase in inflation would reduce the real income
of the consumer to an extent dependent on the inflation compensation the country
would obtain,

(f) Xi ¢, wi Ty.}3t+l ¢
This increase in real income would decrease demand and possibly increase the level
of stocks in the country and this might tend to depress the next period’s supply.
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@ N, M, Q0,0 ) LT

Even worse depressing effects could occur if a country’s government tried to keep
inflation below the level of international inflation and to fight the rise in trade deficit by
increasing tax (X,) and decreasing public demand. In such a situation stocks would in-
crease heavily and supply would have to adjust accordingly, forcing a true depression to
occur. This effect would be even stronger if all countries pursued such a deflationary
policy.

Obviously this verbal analysis makes implicit and very debatable assumptions about
the numerical values of the model coefficients and a sequential discussion of effects will
always be in conflict with the simultaneous nature of the model. Nevertheless such a
discussion may help the reader to understand the model. The discussion above also men-
tioned international price adjustment and this presupposes the existence of an inter-
national model. It has been shown elsewhere (Keyzer, 1981) how this national model can
be linked into an international one.
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GENERAL EQUILIBRIUM MODEL FOR EGYPT*

F. Desmond McCarthy**
Center for International Studies, Massachusetts Institute of Technology,
Cambridge, Massachusetts 02139 (USA)

1 INTRODUCTION

Any logical framework for economic policy analysis is a compromise between the
ambitions of comprehensiveness and precision and the limitations of theoretical under-
standing, computational feasibility, and data availability. The models presented here
reflect a particular set of ambitions and a set of limitations. Both must be appreciated in
order to benefit from the insights that the model makes possible and to be aware of the
necessary qualifications to those insights. A critical discussion of the models, emphasizing
both the capabilities and inadequacies, will be given first and then the structure of the
models will be described in detail. The models developed here have a number of intel-
lectual sources. These General Equilibrium Models (GEMs) are variations of the model
developed by McCarthy and Taylor (1978), which in turn is distantly related to the
models of Adelman and Robinson (1977) and of Lysey and Taylor (1978), and still more
distantly to a number of other planning models.

The model presented here in various versions is a simplified multisector, static
GEM with flexible prices. In the different versions it achieves macroeconomic con-
sistency, identifies discrepancies in resource demands and availabilities as well, and also
adjusts resource prices and uses to resource availabilities. However, as is the case with
other types of policy models, it would be a mistake to judge the effectiveness of the
GEMs in terms of the product of only a single solution of any one of them. The models
become powerful tools of analysis by being used to explore alternative policies that may
be applied at any one time or at successive times.

The devising of the alternative policies to be tested and the comparison, analysis,
and significance of the resulting solutions are as essential a part of the use of the models
as the calculations called for by the formal structure of the model which take place in
the computer. It is, in fact, useful to regard the formal structure of the model and the

* This paper reports on work carried out by a joint team from Cairo University and MIT during 1978;
improvements made in Cairo during the summer of 1980 in conjunction with staff of the Cairo Univer-
sity Development Research Center are also included. For further details see Eckaus et al. (1979).

** Present address: Economic Analysis and Projections Department, The World Bank, 1818 H Street,
Washington, D.C. 20433, USA.
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calculations it requires as a means of relieving the economic analyst and policy maker of
the burden of a set of complex and rather tedious calculations that demonstrate the
implications of a particular policy or set of policies. Yet the easing of that burden is itself
a major achievement as it permits the examination in greater depth of many more alter-
natives than would otherwise be possible and frees time and attention for the exercise of
economic judgment.

Since the structure of the economic models presented here is explicit, it will be
seen readily that they are “unrealistic”, and this is a valid criticism of the GEMs. But that,
of course, is also a valid criticism of any model or theory or any other approach to under-
standing an economy. Theories and models in every field of science are abstractions of
reality and are necessary because of the complexity of reality in terms of both the intri-
cacy and the quantitative magnitude of the interrelations. Yet, it is a mistake to think
that the “commonsense” approach of the practical man to economic issues, though it
can sometimes be quite successful, avoids the simplifications characteristic of economic
theory. Indeed, when a pragmatic and commonsense approach is successful, this stems
from the ability to isolate and reduce to their most relevant essence the relationships that
are the key to the circumstances. However, when this is done at the level of intuition, it
is neither reproducible by others nor verifiable, and acceptance of the insights becomes
a matter of faith in the individual.

Because of the complexity of economic reality, it is not possible within the struc-
ture of a single formal model to analyze all the issues and policies that are important for
development. The GEMs are, therefore, intended to be the first of a set of models that
will be constructed for policy analysis for the Egyptian economy; they are useful for
simple macroeconomic effective demand analysis and for the study of the macroeco-
nomic and some limited microeconomic effects of expenditure, export and import and
tax and subsidy policies affecting prices and factor returns, and distributional issues. The
GEMs are also more useful for the investigation of price and factor return issues than
most other types of planning models. In contrast, they are not well suited for the explo-
ration of the growth implications of alternative resource allocations and investment
policies, for which additional models will be developed.

The decision to begin with the GEMs is a matter partly of research strategy and
partly of tactics. The Egyptian economy is widely regarded as characterized by a variety
of goods and factor price distortions created by market imperfections and government
interventions through taxes, subsidies, and direct regulation. These distortions, in turn,
are often thought to be major barriers to the efficient use of intermediate and final pro-
ducts and primary resources although, at the same time, interventions may, to some
extent, offset market distortions and help achieve distributive goals. In addition, the sub-
sidies are widely considered to be a major drain on the government budget and, thus, an
important, direct cause of government deficits, which are monetized and contribute to
inflationary pressures. Again this may be an unwarranted attribution of responsibility
which may be more properly placed on inadequate provisions for government revenues.
In any case, there is a high priority for analyses, such as the GEMs provide, that can deal
with this set of issues as compared to the more conventional models framed in terms of
indices or measures of amounts of “physical” goods and resources without explicit con-
sideration of price formation influences.

There are also tactical reasons for using the GEMs initially. They are relatively easy
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to compute as compared to, say, dynamic simulation or programming models, and much
of the data necessary to implement them is more readily available.

Yet, the GEMs and, as importantly, the data that they embody, represent a major
potential advance for economic policy-making in Egypt. Some of the data have never
before been estimated and none of them have been organized into a consistent Social
Accounting Matrix (SAM). Nor has an explicit model structure of this type ever been
constructed for Egypt and the solutions computed. However, it is important to be modest
in claims for the significance of the results, though insistent about the insights obtained.
To assist in this, the model will be presented in detail, each relationship being described
and then the whole structure and its operation reviewed.

The model relies heavily on the accounting relationships of the SAM. This is given
in Table 1 and is discussed in more detail in Eckaus et al. (1979). The tabulation is a
statement of the economic relations in the economy and to a large degree is value-free.
Depending on how one perceives the economy, a suitable model may be developed. In-
evitably such models imply value judgment and may be legitimately questioned. The
general equilibrium structure proposed here should be viewed simply as one such per-
ception of the economy.

2 STRUCTURE OF THE GEM MODELS
2.1 GEM-1: Determination of a Consistent Set of Prices, Outputs, and Incomes

The GEM-1 model can, perhaps, be thought of most readily as a multisector macro-
economic model that determines sectoral output levels and relative output prices, value-
added and factor incomes, and the distribution of total income among rural and urban
groups and among income class sizes within each group. In addition, consumption and
imports, as well as government revenues by major type are endogenously determined.
This is done by exogenous specification of all the major components of final demand
except consumption and imports, and a large number of other parameters as well. The
latter fix the input—output ratios for intermediate uses of goods and services, the shares
of labor, capital, and land in value-added in the various sectors as generated by a Cobb—
Douglas production function, and a host of marginal consumption ratios, tax—income
ratios, import ratios, and so on. A glance at Tables 2 and 3, which list the endogenously
determined and the exogenously specified variables and parameters, respectively, will
help to show the limits within which the formal model works. Again, however, by chang-
ing the exogenous specifications it is possible to explore a wide range of alternatives. One
of the distinguishing features of the models is a relatively detailed accounting of govern-
ment taxes and subsidies, tariffs, and government trading activity so that the various
“wedges” between production costs and prices are taken into account.

The structure of the model is presented in Table 4. The variables are defined in
Tables 2 and 3. To a considerable extent the model structure follows from the accounting
presented in the Social Accounting Matrix (SAM) and consists largely of the identities
in that matrix. The equations which create a descriptive theoretical model will be empha-
sized later.

There are eight blocks of equations and identities in GEM-1. Another block is
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TABLE 1 Social accounting matrix for Egypt, 1976 (millions of Egyptian pounds).®
1 2 3 4 5 6 7 8 9
= k=]
) L = » g E
= 2 S > £ % 3Ze
] 1= = a2 = L = = = o
o Zg £ 8% 38% T2 3% z B3
=] =] - = = 8 = 2 e
ae 2& 8 5% 2:8 2% 32 & J=
1 Staple food 47 - - - 180 - - -
2 Nonstaple food 2 37 - 6 351 1 - - -
3 Cotton - - - - 2 73 - - -
4 Other agriculture 55 282 10 2 6 34 2 - -
5 Food processing industry - 40 ~ 141 4 10 - -
6 Textile industry 2 - 3 - 1 311 1 1 -
7 Other industries 9 - 3 - 2 14 164 11 9
8 Construction - 1 - - 1 2 1 1 2
9 Crude oil and products 13 31 3 12 11 31 132
10 Transport and communication - - - - 1 2 1 2 -
11 Housing - - - - 1 1 - 1 -
12 Other services 3 16 8 1 31 34 10 335 12
13 Subtotal 1-12 130 408 29 11 719 487 201 382 157
14 Urban lowest 60% - - - - 41 95 87 36 1
15 Urban middle 30% - - - - 45 90 89 35 28
16 Urban top 10% - - - - 64 92 98 98 46
17 Rural lowest 60% 135 290 90 180 - - - - -
18 Rural middle 30% 87 240 59 128 - - - - -
19 Rural top 30% 80 225 53 129 - - - - -
20 Household value added 302 755 202 438 150 277 274 170 75
21 Government and public value added 15 51 - - 14 53 295 84 249
22 Government conventional - - - - - - - - -
23 Government trade - - - - 25 - - - -
24 Total imports 19 59 14 23 425 47 435 - 66
25 Import tariffs 1 5 - - 166 12 100 - 42
26 Indirect taxes - - - - 205 65 35 - 15
27 Subsidies (—) -12 —-10 —10 -8 — 182 — 86 -3 - -8
28 Government transfers - - - - - - - - -
29 Direct taxes - - - - 25 30 55 - 13
30 Private savings - - - - - - - - -
31 Government and public savings - - - - - - - - _
32 Government conventional deficit - - - - - - - - -
33 Government trade deficit - - - - - - - - -
34 Foreign finance - - - - - - - - -
36 Total savings - - - - - - - - -
37 Totals 455 1268 235 464 1522 885 1392 636 609

Population (millions)
Income shares
Population shares
Per capita income®
Income per earner®

4 Some totals do not add precisely due to rounding errors.

b Egyptian pounds per year.
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TABLE 1 (continued)

75

10 11 12 13 14 15 16 17 18 19
=4
e 2 = 5 ©
=1 H =) G =
= 2 3 2 o S 3
5 € a0 - = 2 £ 2 g —E g
a = = S = 2 e
SE 5 3f o 5. 5y Fe T Ty Eg
s & 3 z n £ 2 & 2 5 5 5
25§ 3§ 31 5% 15 358 2%t 23 gt
1 Staple food 1 - 10 238 22 14 5 23 7 5
2 Nonstaple food 1 - 18 416 180 187 11 114 66 53
3 Cotton - - - 75 2 - - 2 1 |
4 Other agriculture 1 - - 392 14 16 12 7 4 2
5 Food processing industry 2 - 93 290 325 275 140 235 101 71
6 Textile industry - - 53 373 80 97 55 38 31 26
7 Other industries 9 - 71 292 96 99 60 45 23 20
8 Construction 9 6 14 37 - - - - - -
9 Crude oil and products 35 - 81 355 22 18 9 12 5 3
10 Transport and communication 2 - 31 40 30 45 171 8 6 5
11 Housing - - 6 10 17 39 55 4 4 8
12 Other services 26 2 489 968 208 223 153 78 63 76
13 Subtotal 1-12 87 8 867 3486 994 1015 772 565 311 268
14 Urban lowest 60% 52 34 631 977 - - - _ - -
15 Urban middle 30% 40 647 1035 - - - -~ - -
16 Urban top 10% 79 51 684 1212 - - - - - -
17 Rural lowest 60% - - - 695 - - - - - -
18 Rural middle 30% - - - 514 - - - - - -
19 Rural top 30% - - - 487 - - - - - -
20 Household value added 193 125 1962 4923 - - - - _ -
21 Government and public value 261 9 87 1118 - - - - - -
added
22 Governmenl conventional - - - - - - - - - -
23 Government trade - - - 25 20 15 8 20 11 5
24 Total imports 51 - 94 1208 57 64 103 48 42 28
25 Import tariffs - - - 326 10 11 18 8 7 5
26 Indirect taxes - - 20 340 38 39 31 19 15 8
27 Subsidies (—) — 15 - —-12 — 346 — 64 —48 —24 —-13 =10 —10
28 Government transfers ~ - - - 79 94 123 - - -
29 Direcl taxes - - 100 223 6 34 71 4 15 26
30 Private savings - - - - -97 —98 203 70 144 173
31 Governmenlt and public savings - - ~ - - - - - - _
32 Gov. conventional deficit - - - - - - _ - _ _
33 Government trade deficil - - - - - - - - - -
34 Foreign finance - - - - - - - - - -
36 Total savings - - - - —97 —98 203 70 144 173
37 Totals 577 142 3118 11303 1043 1126 1305 721 535 503
Population (millions) 12.798 6.399 2133 10.139  5.069 1.690
Income shares 0.300 0324  0.376 0410 0.304 _0.286
Population shares 0.558 0.442
Per capita income® 81 176 612 71 106 298
Income per earner® 261 563 1957 228 338 52
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TABLE 1 (continued)

20 21 22 23 24a 24 25 26 2728

=3

2

3

o —
= - - -
- & §& E . o E
3 g EZ E 2 - - 2 Er
o 55 £ 5 5. o2 3% B & g, 3 £

1 Staple food 75 - 14 95 —17 34 - - - _
2 Nonstaple food 710 60 30 —4 55 - - -
3 Cotton 5 - - 55 —55 155 - - - -
4 Other agriculture 56 - - - - 16 - _ _ -
5 Food processing industry 1146 - 50 - - 26 - - - -
6 Textile industry 327 - 27 - - 109 - - - -
7 Other industries 343 - 268 - - 89 - - - -
8 Construction - - - - - - - - _ -
9 Crude oil and produets 69 - 35 100 — 100 149 - - - -
10 Transport and communication 265 - 100 - - 172 - - - -
11 Housing 128 - 4 - - _ _ _ _ -
12 Other services 802 - 1013 42 - 171 _ _ - -
13 Subtotal 1-12 3926 - 1571 322 —176 976 - - - -
14 Urban lowest 60% - - - - - 65 - - - -
15 Urban middle 30% - - - - - 90 - - - ~
16 Urban top 10% - - - - - 93 - - - —
17 Rural lowest 60% - - - - - 25 - - - -
18 Rural middle 30% - - - - - 20 - - - -
19 Rural top 30% - - - - - 16 - - - -
20 Household value added - - - - - 310 - - - -
21 Government and public value added - - - - - - ~ - ~ 296
22 Government conventional - - - - - - 477 469 - -
23 Government trade 79 - - 711 176 - - 21 - -
24 Total imports 341 - - - - - — _ _ -
25 Import tariffs 60 - - - - - - - - -
26 Indirect taxes 150 - - - - - - - — _
27 Subsidies (—) — 168 - 146 368 - - - - - -
28 Government transfers 296 - - - - - - - - -
29 Direct taxes 155 - - - - - - - - -
30 Private savings 394 - - - - - - - - -
31 Government and public savings - 1414 - - - - - - - -
32 Government conventional deficit - - —393 - - - - - - -
33 Government trade deficit - - - —389 - - - - - -
34 Foreign finance - - - - - 654 - - - -
36 Total savings 394 1414 —393 —389 - 654 - - - -
37 Totals 5233 1414 1324 1012 - 1940 477 490 - 296

Population (millions)
Income shares
Population shares
Per capita income®
Income per earner®
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TABLE 1 (confinued)

29 30 31 32 33 34 35 36 37
2
=
= a. o =
S L) =] o
g 3 £ £
P4 = =73 = 8
5 » EE ESE EE & &, _E “
5 £ G&E S8E SE & €z £&8 £
1 Staple food - - 16 16 455
2 Nonstaple food - 1 - 1268
3 Cotlon - - _ _ 235
4 Other agriculture - - - - 464
5 Food processing industry - - 10 10 1522
6 Textile industry - 3 46 49 885
7 Other industries - 360 40 400 1392
8 Construction - 599 - 599 636
9 Crude oil and products - - 609
10 Transport and communication 577
11 Housing 142
12 Other services 3118
13 Subtotal 1-12 11303
14 Urban lowest 60% 1043
15 Urban middle 30% 1126
16 Urban top 10% 1305
17 Rural lowest 60% 721
18 Rural middle 30% 535
19 Rural top 30% 503
20 Household value added 5233
21 Government and public value added 1414
22 Government conventional 1324
23 Government trade 1012
24 Total imports 1940
25 Import tariffs 471
26 Indirect taxes 490
27 Subsidies (—) -
28 Government transfers 296
29 Direct taxes 378
30 Private savings 394
31 Government and public savings 1414
32 Government conventional deficit —393
33 Government trade deficit — 389
34 Foreign finance 654
36 Total savings 1680
37 Totals -

Population (millions)
Income shares
Population shares
Per capita income®
Income per earner®
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TABLE 2 Endogenous variables.

B; = price of output of ith sector

i
DST = value of inventory investment
EEK; = excess demand for capital in ith sector
EEL; = excess demand for labor in ith sector

EET; = excess demand for land
G1R = revenues of public sector enterprise and net receipts from social security system
G2E = total expenditures of conventional government sector
G2R = total revenues of conventional government sector
G3F = total expenditures of government trading sector
G3R = total revenues of government trading sector
GM; = factor cost of government value added in sectorj
HG; = factor cost of government value added per physical unit of output of sector j
HM; = factor cost of private household value added in sector j
HP; = factor cost of household value added per physical unit of output of sector
INV = value of total fixed investment
INVT = value of total investment
KG; = government demand for capital in ith sector
KP; = private demand for capital in ith sector
LG; = government demand for labor in ith sector
LP; = private demand for labor in /th sector
QHy, = consumption of ith sector output by kth income class
Sk = total consumption expenditure by kth income class = YE},
Sk = value of subsistence consumption expenditure by kth income class
SF = foreign savings
SG1 = savings of first government sector
SG2 = savings of second government sector
SG3 = savings of third government sector
SP = private savings
SSS = total savings
TP; = private demand for land in ith sector
VHG; = factor cost of a unit of government value added
VHP; = factor cost of a unit of private value added
YD, = grossincome of kth income class adjusted for subsidies, transfers, and taxes
YE, = YETy adjusted for purchases from government trade sector and its imports and indirect
taxes
YET, = YDy minus private saving of £th income class = Sp
YH;, = grossincome of kth income class
X; = gross output of sector {
X, = shadow prices on constraints

added for GEM-2 and still another to form GEM-3. Each block will be described sepa-
rately. The equations are presented in Table 4.

2.1.1 Input-Output Relations

The twelve production accounting relations in eqn. (1.1) of Table 4 are identities
that stand at the heart of the SAM. Essentially they read across each row of the twelve
productive sectors and stipulate that the sum of the various uses of domestic output of
that sector must be equal to the total domestic production of that output. The inter-
mediate uses are Z}2; a;;X;, where the input-output coefficients a;; in this system are
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TABLE 3 Exogenous variables and parameters.

aij
amn

Uik
BE;
BE,,
BI;
BK;
BL;
BT;

CG; =

CH;

DST; =

INV;

KAPGj =

KAP;

PD,‘ =
0Gl; =

0G2;
0G3;

RENT;

RM =

Ok
SGL]'

WAGEG; =

SBK]'
SPL;
SPK;
SPT;
SRM,,
SSGL;
SSPLj,
SSPK;y,
SSPT;y,

WAGE; =

Zin
Ziz3
Ziz4a
Zi35
Zoss

= input-output coefficient in ith row and jth column
= all coefficients written in this form in these equations are exogenously specified ratios of

the entry in the mth row and nth column to the sum of the nth column of the SAM
matrix

= marginal expenditure on sector i goods by income class k

export prices of output of ith sector

price of foreign exchange earned through remittances

import prices of goods of type i

supply of capital in ith sector

supply of labor in ith sector

supply of land in ith sector

amount of government value added per unit of output of sector;

amount of private value added accruing to households per unit of output of sector j
deliveries of goods for inventory accumulation by the ith sector

exports of the ith sector

deliveries of fixed investment goods by the ith sector

returns to capital in government activity in sector j, exogenously specified in GEM-1 and
GEM-2 and endogenous in GEM-3

returns to capital in private activity in sector j, exogenously specified in GEM-1 and
GEM-2 and endogenous in GEM-3

price differentials on exports imposed by the government trading sector

exogenously specified use of ith sector output by the first government sector, which are
the public enterprises

exogenously specified use of ith sector output by the second government sector, which is
conventional government

exogenously specified use of ith sector output by. the third government sector, which is
government trading

returns to land in private activity in sector j, exogenously specified in GEM-1 and GEM-2
and endogenous in GEM-3

remittances by migrants

quantity of the ith sector goods consumed by class k at subsistence income, Sk

share of labor in government value added in jth sector

returns to labor in government activity in sectorj, exogenously specified in GEM-1 and
GEM-2 and endogenous in GEM-3

share of capital in government value added in jth sector

share of labor in private value added in jth sector

share of capital in private value added in jth sector

share of land in private value added in jth sector

share of kth income class in remittances by migrants

share of kth income class in value added by labor in jth government sector

share of kth income class in private value added by labor in jth sector

share of kth income class in private value added by capital in jth sector

share of kth income class in private value added by land in jth sector

wages in private activity in sector j, exogenously specified in GEM-1 and GEM-2 and
endogenous in GEM-3

= expenditure by conventional government sector in outputs of various producing sectors
= government trade sector purchases for domestic use

= government trade sector imports

= deliveries by ith producing sector for inventory accumulation

= imports of investment goods
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TABLE 4 Equations for the Egyptian general equilibrium models.

1. Input-output relations

12 6
XiEZ auXJ+z QHik+QGli+Q02i+QG3i+Ei+INVi+DSTi i=1,2,...
i=1

k=1

2. Household consumption

|

12
Sp = z i B;
i=1

OHy, = 04, + (a/BY Sk —Sk]

3. Price determination

12
B = Z a;iB; + HPj + HGj + a3 jBj + 0,,4jBlj + a,,Bj + a,jBlj + a,,jB; + a,,;B; + a,,jB;
i=1

G=1,
4. Determination of value added by sector

VHP; = WAGESPLiKAPSPEiRENTSFTS

SPL; +SPK; +SPT; = 1 (j=1,2,...

HP; = CH;-VHP;  (j=1,2,...,12)
HM; = HP;-X; G=1,2,...,12)
VHG; = WAGEG SLikapcSB¥i  (j=
SGL; + SBK; = 1 (G=1,2,...,12)
HG; = CG;*VHG;  (j=1,2,...,12)
GM; = HG;-X; (G=1,2,...,12)

5. Income generation

12

YH,

n

i=t

12

2,...,12)

(Gi=1,2,...
,12)
1,2,...,12)

»12)

i=12,...,12;k=1,2,...,6)

i=1,2,...,12;k=1,2,...,6)

Y HM;[SPL;-SSPLj, + SPK;+SSPK;y, + SPT;+SSPTj,]

X Y. GM;[SGL;-SSGLy,] + RM-SRMj, *=1,2,...,6)
j=1
YDk = [l—aﬂk —dy 3k —ank]YHk (k:1,2,,6)
YET, = [1 —ay,YHy/YDy] YDy *k=1,2,...,6)
YEy = [1 =@y Bl +0,0quBl +a351) YHy jyET)) YETY, *k=1,2,...,6)

, 12)

1.1)

2.1)

2.2)

3.1

4.1
4.2)
4.3)
4.4)
(4.5)
(4.6)
4.7

4.8)

.1

5.2)
(5.3)

54)
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TABLE 4 (continued)

6. Government expenditure and revenue

12 6

GIR = Y GM;-SGKj+ Y a,,YH)y 6.1)
J=1 k=1
12 12 6
G2 =Y Z;,,B;—0.284| Y a,,;B;X; + Y a1 YH (6.2)
i=1 j=1 k=1
12 6
G2R = Y a,;BL;X;+0.324 Y OH, ppBl,p +0.2327Z,, . Bl,,
Jj=1 k=1
12 6 12 6
+0957( Y 2,jBiXj+ Y arnYHy|+ Y a,0iBiX;+ Y a0, YH), (6.3)
j=1 k=1 j=1 k=1
12 12 6
G3E =Y ZiyBi+ ) ygBLX;+ Y (@p + 840 00) YH),
i=1 i=a k=1
12 6 12
—0.716| Y a,,;BiX;+ Y. @, YHp |+ Y. Zinyo*B; 6.4)
j=1 k=i i=1
12 6 6 12
G3R = Y augBliXj+ Y @yqpYHy+ Y @y YHy +a, BI X, + Y Z;,BE;
j=1 k=1 k=1 i=1
12 6 12
+ 0‘043[2 azs.iB.iX.i + z a4 YHY z Ziysq+BI 6.5)
j=1 k=1 i=1
12
PD =Y Ziyyo(BE;—B) 6.6)
i=t
7. Exports and imports
12
EXP =Y Z;,,BE; + RMBE,, (7.1)
i=t
12 6 12 6
IMP =Y a,,iBLX; + kz rakYH + Y, 0,05 BLXj +0.676 Y, OH, ppBlos + Zoy 3,8l
Jj=1 =1 j=1 k=1
(7.2)
8. Savings and investment
[
SP =Y a,,YHy (8.1)
k=1

SG1

ll

GIR — G1E (8.2)
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5G2

il

SGE

il

il

SF

5SS

il

INV =

DST =

I

INVT

SSS =

G2R — G2E
G3R —G3E
IMP —EXP

SP + SG1 + SG2 + SG3 + SF

12
Y INV;B; +1.232Z,, . Bl
i=1

12
Z Zi,asBi
i=1

INV + DST

INVT

9. Resource demands

LPi =

Il

KP;

TP;

Il

Il

LG;

KG;

Il

SPL;HM;/WAGE; (=
SPK ;HM /K AP; (=
SPT;HM;/RENT; (=

SGL;GM;/WAGEG; (=

SGK;GM;/KAPG; (=

10. Resource constraints

EEL; = LP;—BL; i =

EEK; =

EET =

LK; —BK; (=

., 12)
.,12)
., 12)
., 12)

., 12)

., 12)

., 12)

(8.3)
(8.4)
(8.5)

(8.6)

(8.7

(8.8)

8.9)

(8.10)

9.1)
9.2)
9.3)
94

9.5)

(10.1)

(10.2)

(10.3)

specified exogenously but can be varied parametrically to reflect technical changes. The
use of output of each sector for consumption is Z$_, QH;;, , where k refers to the six
personal income classes that are distinguished in the model, as noted in the SAM, Table 1.
QG1;, 0G2;, and QG3; are the deliveries to the three types of government sectors that are
distinguished. However, since all productive public enterprises in G1 are absorbed in the
producing sectors, there are no final deliveries to this sector. E; are the exports of each
sector. In some sectors all or part of the exports are traded by government, which realizes
a price differential PD; on the exports. There is scope in the SAM for distinguishing
deliveries of fixed investment to different types of purchasers, but this distinction has not
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yet been successfully implemented so all the investment goods delivered by each sector
are aggregated into INV;. The change in stocks contributed by each sector is similarly
aggregated into DST;. Of the uses of output of each sector, only the intermediate and
private consumption demands are endogenous and require explanation. All other uses are
specified exogenously.

This is a conventional specification of the uses of final demand, except that, in this
accounting scheme, all imports are treated as if they were noncompetitive imports. Thus,
the intermediate flows in the input-output table do not include the allocation of imports
defined by sector to each sector that uses them. As a result, it is not necessary to subtract
imports from final demands in order to obtain only the gross domestic production of
each sector,

2.1.2 Private Consumption

The determination of private consumption is endogenous to the model and follows
the linear expenditure system suggested by Stone (1954); see also Lluch et al. (1977). For
each income class, k, a base level of total consumption expenditure, Sy, is estimated in
eqn. (2.1) of Table 4, which can be interpreted as a subsistence level that is independent
of both price and income effects. The S, term is a price-weighted sum of amounts of
commodities 8, consumed independently of price and income effects. Then the actual
expenditure on consumption of the output of each sector by each income class is com-
puted from eqn. (2.2) of Table 4 as the sum of the commodities 8;), and the product of a
marginal expenditure share, normalized by price, a;;,/B;, times the difference between
total expenditure Sy, (= YET},) by class k and S),.

2.1.3 Price Determination

Output prices are determined in this model essentially on a markup based on value-
added in each sector in eqn. (3.1) of Table 4. For each sector, j, all the costs of inter-
mediate inputs are first added up. These are =}2, a;; B;, where the B;, again, are sectoral
prices. These costs are added to private value-added per unit of output, HP;, and govern-
ment value-added per unit of output, HG;. Then each of the contributions to unit costs
deriving from domestic government trade a,3;B;, government trade imports, a,44;BI;,
where BI; are exogenously specified import prices, other imports, 24 B1;, and import
tariffs, a,5; BI;, are added. The costs of indirect taxes, ,4;5;, are also added and govern-
ment subsidies per unit, a,5;B;, are subtracted. Any direct taxes on sectoral output,
ay9;B;, are included. The a,,,; terms are parameters specified as ratios of the values of the
various concepts in the 77 box in the SAM matrix to total output of the jth sector, but
can be changed exogenously.

2.1.4 Determination of Value-Added by Sector

The cost of a unit of value-added in each producing sector is computed separately
for the private and government sectors. The computation is based on the assumption of
the use of primary factors in Cobb-Douglas production functions so that costs can be
computed from the corresponding cost functions, eqns. (4.1) and (4.4) of Table 4. The
shares of households in value-added in private and government production, CH; and CG;,
in each sector are used in eqns. (4.2) and (4.5) of Table 4 to determine the household
value-added per unit of output in each sector. This in turn is multiplied by the total
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output in each sector, X, to obtain the total household value-added in private production
and government activity in each sectorj.

The use of the Cobb-Douglas production function with its accompanying assump-
tion of constant returns to scale and constant factor shares is, of course, open to skeptical
questioning as a general procedure for developing or even advanced countries. Moreover,
the use of that production function to derive a cost function as shown assumes com-
petitive markets for primary resources. This is also clearly an assumption that is not
generally warranted, but especially not in developing countries. However, in a static
model intended only to investigate the significance of alternative policies within a limited
range of alternatives, the Cobb-Douglas production function device is not only plausible
but realistic. Also the assumption of competitive resource markets is not particularly
critical for small policy changes as the initial distributions of value-added among resources
can be specified exogenously.

2.1.5 Income Generation and Definition

The gross income earned by each class, YH,,, is computed from eqn. (5.1) in Table
4 by calculating the shares of each income class in value-added in each sector. Private
value-added in each sector, HM;, is decomposed into retums to labor, capital, and land,
using the share ratios for each sector SPL;, SPK;, and SRT;. The shares of each income
class in those returns are calculated using the income class share ratios SSPLy, , SSPK},,
SSPT}, . Only the labor share in government value-added in each sector, GM;, is calculated
as part of household income using the labor-share ratio SGL;. Then that labor share is
distributed among income classes using the share of each class in government labor in-
come, SSGL,,. In addition, total remittances RM are distributed among income classes
using a class share ratio SRM;, .

A gross disposable income concept for each income class is calculated in eqn. (5.2)
of Table 4 by using ratios that add subsidies a,7 0, subtract transfers ;g 50, which are
net payments to the social security system, and subtract direct taxes a,9,20.

In eqn. (5.3) of Table 4 the amount left for expenditure after deduction of savings,
determined by the ratio a3 0, is calculated. And finally, in eqn. (5.4) of Table 4, the net
total private expenditure by each income class is calculated after subtracting the ex-
penditure on government-traded goods, the value of expenditure on government-traded
imports, and the indirect taxes paid by each class as determined by the appropriate ratios.

2.1.6 Government Expenditure and Revenue

The government sector as reported in the SAM is divided into three categories: G-1,
mainly publicly owned productive enterprise; G-2, the conventional government sector;
and G-3, the government trading or supply sector involving purchase and sale of com-
modities.

G-1, the public enterprise sector, has no expenditures, as these are all incorporated
in the sector in which the enterprises are located. The revenues of the public enterprise
sector G1R, calculated in eqn. (6.1) of Table 4, are, first of all, the earned surpluses,
which are computed by multiplying the value-added in that sector, GM;, by the share
retained by the enterprise, SBK;, and summing over all productive sectors. For conven-
ience, the net payments to the social security system are also included in the revenues of
this sector. These payments are the product of the payments per unit of gross income by
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each income class, a,5 5, , times the gross income of each income class, YH,,, summed over
all income classes.

G2E, the expenditures by the conventional government sector, in eqn. (6.2) of
Table 4, include the value of the expenditures on the output of the various producing
sectors 212, Z;5, B; plus that part of the net subsidies paid by this conventional govern-
ment sector. These subsidies are listed as negative items in the SAM so are preceded by
a minus sign to convert them into positive expenditures. The total subsidies paid are the
sum of the subsidies paid to each producing sector Z}2, a,7;B;X;, where the coefficients
a,7; are the subsidy rates, plus the subsidies paid to the household sector =6, Q37 YHy,
where the coefficients a,7 ), are the subsidy rates. Of this total, 28.4% is paid by the
conventional government sector and included in its expenditures.

The revenues of the conventional government sector in eqn. (6.3) of Table 4 are
the returns from the various taxes. The first are the tariffs on imports of intermediate
goods by the various producing sectors 2}31 a46;B1;K;, where the coefficients a,5; are the
tariff rates and the BI; terms are the import prices. To this are added tariffs paid on im-
ports by the household sector which are Z%., QHa4p5,Bl24p for which the average tariff
rate is 0.324. Then the tariffs raised on imports of investment goods, A4 36 > is added
at the average rate of 0.2327.

The second type of revenue source is indirect taxes. The indirect tax rates, a,q ;,
in each sector are multiplied by the value of each sector’s output and summed for all
sectors. Similarly the average indirect tax rates applied on consumer expenditure of each
income class, a5, are applied to the gross income of that class. However, only 95.7%
of these are received by this sector; the remainder, as will be seen, are recorded as revenue
to the government trade sector.

Finally, direct taxes are paid by the producing sectors at the rates a,9; and by the
various income classes at the rates a,9;,. So these rates are applied to the corresponding
output or income concepts.

The expenditures of the government trading sector G3F in eqn. (6.4) of Table 4
again have a number of components. The first is the sum of purchases by this component
of government of the output of the various producing sectors {Z}%, z;,3B;}. The next
component is the sum of imports by this sector, {Z}2 a44;BI; X;}, where these are valued
at import prices, BI;. As will be seen, this is offset by a corresponding revenue to the sec-
tor, reflecting sales to the private sectors. Next must be added the sum of imports by this
sector on behalf of consumers, Z8_; 244 YET},, which will again be recorded as revenues
when sold to consumers. The total subsidies are computed again, as for the conventional
government sector, and 76.1% of these are paid by this government trading sector. Finally,
expenditures on domestic goods supplied to consumers are ., a,3, YET},.

The revenues of the government trading sector are first of all the imports by this
sector sold to the producing sectors and consumers Z}2) a40;BI; X; + Z§oy d2aq, YH), +
Zf -1 d23, YH,, . There is also a revenue from direct sales to the food-processing sector,
a,3,5BIs X5 . The revenue from direct exports by government are the sum of the exports
of the first, second, and third sectors, 17, 2, and 100, respectively, valued at their do-
mestic prices. With the latter initialized at unity, the total is 119, as in the SAM, row 23
column 24a. The 4.3% of indirect taxes collected by this sector are entered next.

Finally, the price differentials collected by this government sector on certain ex-
ports are added; as these are calculated as negative numbers, they are preceded by a minus
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sign. These price differentials, calculated in eqn. (6.6) of Table 4, arise because of the
difference between the domestic price B;, at which the government trading sector buys
some part of the output of sectors 1, 2, 3, and 9, and the export price, BE}, at which it
sells. The particular items are, by sector, rice, onions, cotton, and oil products, respec-
tively. The particular quantities of each export are multiplied by the price differential.
The export prices of the items in the various sectors are set at 2,3, 1.55, and 3.041 times
the initialized price of unity in the respective domestic sectors.

2.1.7 Exports and Imports

The first term in the export eqn. (7.1) of Table 4 is the sum of the exports of the
various producing sectors valued at their export prices, £}2, 4,4 BE;. The remittances of
Egyptian workers abroad is entered here, RM BE,q, as a foreign exchange earning by a
domestic factor.

It should be noted again that all imports are treated as if they were noncompetitive.
The first term in the import equation is Z}2; a4,;BI; X;, the sum of the imports of each
sectoral type by the government trading sector, which was entered as an expenditure by
that sector. The second term is the sum of consumption goods imports by the govern-
ment trading sector for the various income classes Z5-; @a44; YH)., which was also an
expenditure by that sector. The direct imports for the various producing sectors is the
sum 22, a54;B1;X;. The imports by the household sector itself are =5, OHy4pBloqp-
But only 125/185 of that is the c.i.f. value of the imports, the remainder (60/185) being
tariff duties. The final term, Z,4 3, BI3, , is the value of imports of investment goods.

2.1.8 Savings and Investment Relations

Total saving SSS (in eqn. 8.6 of Table 4) is the sum of saving by households, SP,
saving by the various government sectors, SG1, SG2 and SG3, and foreign saving, SF.
Household saving (eqn. 8.1 of Table 4) is computed by applying savings coefficients to
gross household income, %$_; 35, YH,, . Saving by each type of government is defined in
eqns, (8.2), (8.3), and (8.4) of Table 4 as the difference between its revenues and ex-
penditures. Foreign saving in eqn. (8.5) of Table 4 is the difference between imports and
exports.

Total fixed investment in eqn. (8.7) of Table 4 is the sum of the deliveries of invest-
ment by the various sectors £}2, Z;3, B; plus the imported investment good valued at
import prices, the latter being “inflated” by the proportion of import tariffs in the total
value of imported investment goods, Z,4 32 Bl3; (1.232). All of the physical values are
specified exogenously.

The change in inventories in each sector is also specified exogenously as Z; 35 but
the value is computed by multiplying by the price in eqn. (8.8) of Table 4.

Total investment, INVT, is the sum in eqn. (8.9) of Table 4 of fixed investment and
inventory investment.

Finally, the equilibrium and balance condition for GEM-1 is that total saving must
be equal to total investment, as given by eqn. (8.10) of Table 4.

2.1.9 Overview of GEM-1
As is now apparent after this review of the identities and equations that make up
the structure of GEM-1, this is a static consistency model. It contains exogenous demand
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and factor share specifications, the assumption of Cobb—Douglas production and cost
functions, price markup assumptions, and assumed constancy for a number of input-
output, consumption, tax, import, and other ratios. If there were only two goods and one
class of income recipients, GEM-1 would appear to be a rather simple model of consistent
price and output determination with a detailed accounting of government sector activities.
With a number of sectors and a number of classes of income recipients, the model gains
considerably in richness as the assumptions implicit in more aggregated models, of con-
stancy in the relative proportions of the outputs of the sectors and of income distribution
and consumption proportions, can be dropped. Nonetheless, GEM-1 remains solely a
model of consistent price and output determination.

It may be useful to note the differences between the conventional input-output
models and GEM-1: the latter is closed on the output side by the endogenous determi-
nation of consumption and import requirements, instead of these being exogenously
specified. Also, the assumption of Cobb-Douglas production functions for the use of
primary resources, with the additional assumption of competition in the factor markets,
makes it possible to determine the cost of value-added per unit of output in the various
sectors. Then, with factor shares and income class shares in value-added assumed to be
constant, this in tum not only permits the determination of prices, assuming that they
are equal to the costs of intermediate inputs and value-added, but also the distribution
of incomes. The detailed accounting of government taxes and expenditures is extended
by the assumption of constancy of tax/income or tax/output ratios to permit the calcu-
lation of the effects of various policies on government revenues or the calculation of the
effects of changes in government tax and expenditure policies, as embodied in tax ratios
and sectoral expenditure levels. Import, export, and sectoral investment policies can be
analyzed similarly to determine their effects on output levels, consumption and import
levels, prices, and other endogenous variables.

2.2 Overview of GEM-2

This model, as indicated previously, is a small extension of GEM-1 in that the
demands for the various resources are calculated from the solutions of GEM-1. The results
of this calculation can then be compared with the available resources as a basis for judg-
ment about the feasibility of a solution. It should be emphasized that the model itself
does not force a feasible solution but remains a consistency model only. However, it does
provide additional information with which to judge feasibility.

The demands for the various resources in the various producing sectors are calcu-
lated by dividing the total retumns of each resource by their rate of retumn. This is done by
specifying parametrically the shares in value-added for each type of factor, labor, capital,
and land, in each of the private sectors and the public sector, separately. These para-
meters are SPL;, SPK;, and SPT; for the private sector and SGL; and SGK; for the public
sector. Multiplying these parameters by total value-added in each sector, HM; and GM;,
and dividing by the nominal wage rate, capital services return, and land rental, WAGE},
KAP;, RENT;, for the private sector and the corresponding rates for the public sector,
WAGEG; and KAPG;, provides estimates of resource demands. These calculations are
done in eqns. (9.1)-(9.6) of Table 4.
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2.3 Overview of GEM-3

In the GEM-3 version of the model, resource constraints are applied and must be
satisfied by the solution. The constraints are written separately for labor, capital, and
land and there is actually considerable flexibility in the manner of their specification. The
equations in section 10 of Table 4 represent one possible set only.

Equation (10.1) of Table 4 says the excess demand for labor in each sector is equal
to the actual demand, LP;, minus the exogenously specified sectoral supply. Alternatively
this could be written in terms of demands and supplies of private and government
demands and supplies in total or by sectors, implying some lack of substitutability, or
even in terms of particular types of labor in one or more of the sectors.

Equation (10.2) of Table 4 is an analogous constraint on capital. [t would be
possible to respecify this in order to account for excess capacity in the various sectors.
Again, private and government demands and supplies of capital could be distinguished
in the various sectors and it would be possible to add demands and supplies of capital in
sectors, perhaps those in agriculture, where there is substitutability.

Equations (10.3) and (10.4) of Table 4 specify alternative versions of the land con-
straint. In eqn. (10.3) of Table 4 the demands and supplies for land in n sectors are
added, implying substitutability. In eqn. (10.4) of Table 4 the demands and supplies of
each sector are treated separately. It should be noted that, in calculating land demands
and supplies, account must be taken not only of the potentials for multiple-cropping but
also the constraints of crop rotation.

In order to adjust to the resource constraints, GEM-3 will change the proportions
in which primary factors are used in the various types of production. That is, the speci-
fication of the Cobb-Douglas production function makes it possible for substitution to
occur among labor, capital, and land, with corresponding changes in wages, the rate of
retum to capital, and rents. In turn, that will change the proportions of value-added in
the various sectors, the income generated, and the distribution of income. Similarly,
prices of the outputs of the various sectors will change and the effects will run through
the entire system. Thus the solution to the model in all of its aspects will adjust to the
relative availabilities of the various primary resources.

It should be noted that, while relative factor prices respond to relative factor
availabilities, the absolute levels of prices and incomes are set by the macroeconomic
condition that savings equal investment. It is tempting but inaccurate to fall into the
habit of thinking of product and factor prices and incomes as being set by market forces
of supply and demand, when it is the overall equality of savings and investment that
moves the system into a consistent equilibrium.

It should be emphasized that GEM-3 is still a static model, so that different solu-
tions represent alternatives, rather than temporal changes. However, if the exogenously
specified resource supply constraints and other conditions are given a temporal inter-
pretation, then the alternative solutions generated can also be given such an interpre-
tation. However, GEM-3 will still only indicate the characteristics of the feasibility
conditions of the constraints imposed, and not whether the constraints themselves, for
example the supply constraints on labor or capital, are plausible.

Nonetheless, GEM-3 is a model with considerable richness in the range of issues that
it permits to be analyzed and should make a useful contribution to policy-making in

Egypt.
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3 DISTRIBUTION OF INCOME AND EXPENDITURE
3.1 Introduction

To arrive at an estimate of income distribution in Egypt it was first necessary to
distinguish the income classes among which the income is to be distributed. It was de-
cided that it is most appropriate for Egyptian conditions to divide the society into six
income classes, three rural and three urban. In both cases they represent the lowest 60%,
the middle 30%, and the top 10%. This division was preferred to two other widely used
divisions: the lowest 80% and top 20%; and the lowest 40%, middle 40%, and top 20%.
The first of these latter divisions combines heterogeneous socioeconomic groups into a
single unit, while the second disguises to a great extent the skewed pattern of income
distribution.

To arrive at the distribution of income among the six socioeconomic classes two
types of information were needed. First the factor shares in value-added are required
for both the public and private sectors. The income earned in the public sector was
divided generally into two types of factor shares, labor and capital, in order to obtain the
share of public labor and share of public capital, SBL and SBK, respectively. In the pri-
vate sector, value-added in the first four agricultural sectors was divided into three shares,
i.e., the share of labor, the share of capital, and the share of rent. Private value added in
the other private sectors was divided only into two shares, those of labor and capital.

The second step is to estimate the share of each of the six income classes in the
three types of factor shares of the private sector and in the share of labor in the public
sector, so giving public wages. The share of each class in the different factor shares was
denoted by SSPL;,, SSPK;y,,SSPTyy,, SSGLy, . k indexes the income classes from 1 to
6;i is the productive sector concerned; P refers to private activity in sector i, and G to
government activity.

Thus, the income received by each of the six classes is:

12
YH, = Y HM,[SPL,SSPL, + SPK SSPK, + SPT,(I)SSPTy]
i=1

+ GM;[SGL,SSGL,,] + RM[SRM, |

where

YH, = gross income of class k,

HM; = private value-added of sector ¢,

GM; = government value-added of sector i,

RM = remittances from Egyptian workers abroad, and
SRM, = the share of class k¥ in worker remittances.

3.2 Estimation of Value-Added and Household Income by Producing Sector

To arrive at the distribution of income among the six classes, it was necessary to
estimate gross household income. This was defined in the present study as value-added
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generated in the private sector plus wages generated in both the government and the pub-
lic sectors. This required: data on value-added in the twelve sectors in the SAM (Table 1),
divided between the private and public sectors; division of value-added in each sector and
within each category, private and public, between wages and nonwage components; and
addition of the wage component of the public sector value-added to private value-added
to arrive at the household income for each sector.

The data for 1976 value-added were obtained from the followup report of 1976 of
the Ministry of Planning, Department of National Accounts (CAPMAS, 1976a). The data
were originally for eight different sectors. But with the help of data from the Census of
Industrial Production and from an estimation of agricultural income from the Ministry
of Agriculture (CAPMAS, 1978), the data were disaggregated into the twelve sectors of
the input-output matrix shown in Table 5.

TABLE 5  Value-added, public and private, by economic sectors, 1976 (million Egyptian pounds).

Sector Public Private Total
1. Staple food 28 289.0 317.0
2. Nonstaple food 74 731.9 805.9
3. Cotton - 202.0 202.0
4. Other agriculture - 438.0 438.0
5. Food processing 304 133.6 164.0
6. Textiles 169.3 160.7 330.0
7. Other industries 4595 109.5 569.0
8. Construction 178.3 75.7 2540
9. Crude oil and related products 266.1 579 324.0

10. Transport and communication 425.8 28.2 454.0

11. Housing 10.1 1239 134.0

12. Other services 956.0 1093.0 2049.0

The second step was to divide the value-added in each sector into the wage and
nonwage components. These data on wage by sector were available from the Ministry of
Planning. By adding wages generated in the government and public sector to the private
value-added in each sector, the domestically earned household income was obtained for
each sector as shown in Table 6.

To domestically earned household income the 310 million Egyptian pounds of
remittances were added, treating these as household exports or factor income earned
abroad. Thus, the total income of the household sector becomes 5233 million Egyptian
pounds. This is shown in row 20, column 37 in the SAM (Table 1).

3.3 Factor Shares in Value-Added

The next step is to explain the estimation of the shares in each economic sector
and then the share of each income class in each factor share. For the first four production
sectors three factor shares, labor, land, and capital, had to be estimated. Information was
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TABLE 6 Household income by sector, 1976.

Sector Household income
1. Staple food 302
2. Nonstaple food 755
3. Cotton 202
4. Other agriculture 438
5. Food processing 150
6. Textiles 2717
7. Other industries 274
8. Construction 170
9. Crude oil and related products 75

10. Transport and communication 193

11. Housing 125

12. Services 1962

Total 4923

obtained on the area cultivated for each crop, the output of that crop in 1976, and prices
per unit of output in 1976. These data were secured from the Ministry of Agriculture,
Department of Economics and Statistics. With these data it was possible to estimate the
value of gross production for each crop. The Ministry of Agriculture also publishes esti-
mates every year of the cost of production per feddan (unit of land) for each crop. From
these data the value of intermediate inputs used per unit of land per crop was estimated.
Then the value of intermediate inputs for the entire crop was calculated by multiplying
the area under each crop by the value of intermediate inputs per unit of land for that
crop. Subtracting the value of intermediate inputs from gross production led to the value-
added generated by each crop for all the crops cultivated in 1976.

The data on the cost of production include labor cost per crop. These were esti-
mated by the Ministry of Agriculture as the number of labor inputs per feddan per crop
multiplied by the average wage. However, the estimated labor cost based on wage rates
appeared from general knowledge to be below the average wage prevailing in the labor
market in agriculture. There also seemed to be an underestimate in the rental data. The
rent per crop demanded on the free market by those who own land but rent it out per
crop to the highest bidder rather than under official contracts sometimes reaches five
times the official figure. Thus the values for both rent and wages were adjusted upwards
to conform with these observations. Multiplying the rent per feddan per crop by the area
cultivated by that crop, the share of rent in value-added was obtained. The share of wages
in value-added per crop was calculated similarly. The share of capital represented the
residual. By adding up the share of rent and wages for all the crops included in each of
the four sectors, the labor, capital, and land shares for each of the four agricultural sec-
tors were obtained.

In the remaining eight productive sectors only two factor shares were estimated.
The information for factor shares in both public and private sector activity was obtained
from both the Ministry of Planning and the Census of Industrial Production.

The estimated factor shares in all the sectors are shown in Table 7.
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TABLE 7  Factor shares in the Egyptian economy, 1976.

Sector Private sector Public sector
Labor Capital Rent Labor Capital
1. Staple food 0.443 0.306 0.251 0.464 0.536
2. Nonstaple food 0.372 0.402 0.226 0.312 0.688
3. Cotton 0.456 0.312 0.232 - -
4. Other agriculture 0451 0.182 0.367 - -
5. Food processing 0.299 0.701 0.0 0.539 0.461
6. Textile industry 0.314 0.686 0.0 0.687 0.313
7. Other industries 0.383 0.617 0.0 0.358 0.642
8. Construction 0.496 0.504 0.0 0.529 0471
9. Crude oil and related products 0.070 0.930 0.0 0.604 0.936
10. Transport and communication 0.388 0.612 0.0 0.387 0.613
11. Housing 0.400 0.600 0.0 0.110 0.880
12. Other services 0.400 0.600 0.0 0.909 0.091

3.4 Share of Income Classes in Factor Shares

The objective of this step is to estimate the share of each income class in each of
the factor shares in each sector (1, 2, ..., 12). In the first four sectors in which rents are
earned it was necessary to relate the pattern of land distribution by ownership to the
three classes: lowest 60%, middle 30%, top 10%. The class of landless agricultural laborers
was included in the first class, i.e., the lowest 60% of income recipients. But this required
an estimate of agricultural landless labor and hence landless population. The estimate of
the landless population began with the rural population or rural families in 1976. It was
assumed that agricultural population represents 80% of rural population, hence agri-
cultural rural families represent 80% of the number of families. From the agricultural cen-
sus of 1965 an estimate was made of the number of land-owning families. The difference
between land-owning families and total agricultural families represents landless families,
and from the average size of the family a value for the agricultural landless population
was calculated. The results were compared with information from the May 1974 round
of the Labor Force Sample Survey concerning wage labor in agriculture. The estimate
used, based on these two sources, of landless population comes to 35% of labor force and
population.

The distribution of land-ownership was obtained from the agricultural censuses of
1961 and 1965. A curve was fitted to the pattern of distribution from which the share of
the lowest 60%, middle 30%, and top 10% was estimated. Bearing in mind that the lowest
income class includes landless labor as well, the pattern of distribution of land calculated
was that given in Table 8, and the distribution of the share of rent among the three in-
come classes was estimated according to this land distribution pattern.

The distribution of wage share among the three income classes was based on the
distribution of the permanent labor force according to the size of the farm in the 1961
agricultural census. The temporary (casual) labor force was also added to the first income
class.

The distribution of profits, the residual, was made with regard to two factors: the
distribution of land ownership and holdings, and the pattern of crops cultivated in
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TABLE 8 Distribution of land ownership.

Income class Percent of land
0-60 7.0

60-90 28.5

90-100 64.5

different farms of different size. The second factor is very important because of the
great range of differences among the profitability rates of different crops, say, between
wheat and vegetables or citrus production, or between cotton and rice. The shares of the
three classes in the three factor shares are shown in Table 9.

TABLE 9 Share of the three land-ownership classes in factor shares.

SSPL SSPK SSPR
Sector I
0-60% 0.763 0.285 0.070
60-90% 0.175 0413 0.330
90-100% 0.062 0.302 0.600
Sector IT
0-60% 0.753 0.217 0.050
60-90% 0.175 0.413 0.350
90-100% 0.072 0.352 0.600
Sector ITT
0-60% 0.821 0.181 0.070
60-90% 0.154 0417 0.385
90-100% 0.025 0.402 0.545
Sector IV
0-60% 0.771 0.210 0.070
60-90% 0.182 0.382 0.385
90-100% 0.047 0.408 0.545

For the remaining sectors, as mentioned before, only two factor shares (labor and
capital) were calculated for both private and public sectors. For the share of wages among
different income classes, complete reliance was placed on the CAPMAS annual report on
employment, wages, and hours of work (CAPMAS, 1976b). This source provides infor-
mation for another 20 sectors (public and private) on the distribution of labor (employ-
ment) according to different levels (ranges) of wage rates per week. This includes laborers
and white collar employees. From this the wage bill in each sector according to employ-
ment in different categories of wage rates was calculated. Then a curve was fitted for each
sector, private and public, relating the percentage distribution of employment and the
percentage distribution of the wage bill in that sector. From this curve it was possible to
estimate the share of each class of income recipient in the total wage bill in every sector,
whether private or public. For the distribution of the shares of different income classes in
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the wage bill of the government service sector, data were obtained from the 1976 state
budget on the distribution of conventional government employees according to categories
of wages and salaries and the total wage bill in every category. From this information it
was possible to calculate the share of the lowest 60%, middle 30%, and top 10% of in-
come recipients in the government wage bill.
As for the distribution of the share of profit in the different sectors and among the

three income classes, the distribution of industrial establishments in every industrial

activity according to its contribution to total value-added in that industrial activity was
used. This information was provided by the industrial census of establishment, 1968.

The distribution of the factor shares in the remaining eight sectors is shown in

Table 10.

TABLE 10 Share of income classes in factor shares.

Sector Private Public
SSPL SSPK SSGL

S. Food processing 0.494 0.150 0.414

0.193 0.350 0.286

0.313 0.500 0.300

6. Textile industry 0.598 0.150 0414

0.265 0.350 0.326

0.137 0.500 0.260

7. Other industries 0.451 0.150 0.351

0.239 0.350 0.337

0.310 0.500 0.312

8. Construction 0.394 0.150 0.167

0.381 0.350 0.083

0.225 0.500 0.750

9. Crude oil and related products 0.044 0.00 0.044

0.581 0.300 0.581

0.375 0.700 0.375

10. Transport and communication 0.226 0.150 0.286
0.137 0.350 0.326

0.637 0.500 0.387

11. Housing 0.379 0.200 0.385
0.352 0.300 0.341

0.269 0.500 0.274

12. Services 0.379 0.200 0.385
0.352 0.300 0.341

0.269 0.500 0.274

share of this class in the private sector in general. Moreover, in sectors where public

In the government and public sectors the share of the middle 30% is larger than the

activity dominates, the share of the first two classes is higher compared to the private
sector.
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The share of wages in the government agricultural sector was distributed according
to the distribution of labor.

3.5 Distribution of Emigrant Remittances

There remains only one element to distribute among income classes: workers’
remittances from abroad (Table 11). Firstly, workers’ remittances were added to the
wage side. Secondly, they were distributed according to the occupational distribution of
emigrants (CAPMAS, 1974) and their average wage before leaving. The sum of all urban
and rural shares is unity.

TABLE 11 Shares of remittances among income
classes: rural-urban.

Urban Rural

0-60 0.210 0.082
60-90 0.290 0.066
90-100 0.300 0.052

From the above information on shares of factors and the share of each income
class in every factor share, the distribution of gross household income in every sector
(1,2,...,12) and among the six income classes, three rural and three urban, has been
calculated. From this the share of each income class in total income was estimated. The
results of the estimation are contained in the SAM (Table 1), rows 14-19, and the share
of each income class in gross household income appears in the SAM under column 37
corresponding to rows 14-19. The distribution of income is given in Table 12,

TABLE 12  Distribution of income, 1976.

Income class Rural % Urban %
0-60 721 41 1042 30
60-90 535 30.4 1126 324
90-100 503 28.6 1305 37.6
Total 1759 100 3473 100

Share in total 33.6% 66.4%

It should be noted again, however, that “rural” in the context of distribution of
income in this work means agricultural and not rural proper. That is why “‘rural” here
includes only agricultural value-added. Thus nonagricultural activities in rural areas like
industry and services are treated as urban.
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3.6 Distribution of Expenditure

The last task in this undertaking was estimating the distribution of consumption
expenditures by income class. All items included in column 20 of the SAM (Table 1),
total household expenditures, had to be distributed among the six income classes. The
distribution of final consumption demand for the output of the twelve sectors, i.e., the
first twelve items in column 20 of the SAM, was considered first, Added to this is the
distribution of the item in row 24, column 20, direct imports by the household sector
which are mainly consumer goods like refrigerators, automobiles, and other consumer
goods. In addition, the 60 million Egyptian pounds, which represents tariffs on these
imports, must be distributed. This represents the item in row 25, column 20.

The family budget survey of 1974/75 carried out by CAPMAS (1974/75) was the
starting place for these estimates. The total size of the sample is 12,000 households. The
data were collected from these family groups every three months, to cover the whole
year in four rounds. The data that were used represent the first and second rounds.

The urban rounds include sixteen size classes of total expenditure divided according
to the average expenditure per family per year. They also contain information about the
number of households interviewed in every expenditure class and the size of population
in that expenditure class. The rural rounds also include sixteen expenditure classes.

From the data available in the survey it was possible to divide the expenditure
classes into six socioeconomic groups corresponding to the six socioeconomic groups
for which the distribution was calculated.

The lowest 60% of the urban population includes the first eleven expenditure
groups with less than 50 to less than 600 Egyptian pounds expenditure per year. The
middle 30% in urban areas includes the next three expenditure classes with 600 to less
than 1000 Egyptian pounds expenditure per year. The top 10% of urban classes includes
the next two classes with 1000 to more than 2000 Egyptian pounds expenditure per year.

In the rural areas the lowest 60% of income recipients includes the first nine ex-
penditure groups, with zero to less than 350 Egyptian pounds expenditure per year. The
middle 30% includes the next three groups, with 350 to less than 800 Egyptian pounds
expenditure per year. The top 10% of rural areas includes the next four groups, with
800 to over 2000 Egyptian pounds expenditure per year.

The family budget survey of 1974/75 contains information for the 16 household
expenditure classes in both urban and rural areas, on 38 expenditure categories. These
are, in order, as follows:

1 Cereals and starches, 11 Other food products,

2 Pulses, 12 Tea and coffee,

3 Fresh and canned vegetables, 13 Other beverages,

4 Fresh and canned fruits, 14 Total expenditure on food and bever-
5 Meat and poultry, ages,

6 Fish and fish products, 15 Total expenditure on cloth and wear,
7 Eggs, 16 Textile and final wear,

8 Milk and dairy products, 17 Footwear (shoes),

9 Fats and oil, 18 Expenditure on accommodation and
10 Sugar and sugar products, related needs (total),
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19 Expenditure on accommodation, 31 Special tools and equipment for
20 Power, electricity, and energy, culture and recreation,
21 Total expenditure on fumiture, 32 Expenditure on culture and recre-
household tools, and equipment for ation,
household services, 33 Total of other types of expenditure,
22 Furniture and fixtures, 34 Private tools,
23 Household cleaning materials, 35 Tools and materials for cleaning and
24 Payments for household services, cosmetics,
25 Medical care expenditure, 36 Tobacco products,
26 Total expenditure on transport, 37 Services and other expenditure,
27 Private means of transport, 38 Total consumption expenditure,
28 Costs of transport and communi- 39 Transfer payments,
cation, 40 Installments paid in advance,
29 Education, 41 Total expenditure per year.
30 Total expenditure on culture and
recreation,

The last three items (39-41) were excluded from the subtotals of expenditure. The
rest of the items were aggregated and distributed according to 13 sectors in the SAM
(Table 1). These 13 sectors include the 12 major sectors in the input—output table in the
SAM, plus the household imports sector, which is included in the SAM at row 24, column
20. This includes the 125 million Egyptian pounds of household imports and the 60
million Egyptian pounds of tariffs. The rules followed in allocating the items in the
family budget among the thirteen sectors are given in Table 13. In Table 13, the A; term
represents the row of every expenditure item. Thus 4, represents the expenditure on
cereals and starches, and A4 3 represents the expenditure on fresh and canned vegetables.
Also 0.54, means half the expenditure on cereals and starches.

TABLE 13 Distribution of expenditure items among the sectors in the SAM.

Sector Distribution of expenditure items

1 054, +054,

2 054, +054,+054,+A4,+4,

3 0

4 0.24,,+0.24,,

5 054, +0.54,+054, +054,+054, +A4,+A4A,, +A,, +A,, +A4,; +0.54,
6 0.54,, +0.54,

7 0.54,, +0.84,, +0.84,, + A

8 0

9 0.54,,

10 A,g
11 A,, +0.54,,
12 054, + A, +A, s+ A, + A, +A4,, +054,,
13 054, +A4,, +A4, +054,5+0.54,,
14 Ay

15 A,
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This procedure of distributing expenditure was carried out for each of the six
income classes, three rural and three urban, to obtain the consumption expenditures
according to the sectors in the SAM.

The expenditure of each income class on the products of each of the 13 sectors was
divided by the total consumption expenditure of that class in the 1974/75 family budget
survey. This generated the ratios or shares of consumption expenditure on the products
of each sector by each income class in relation to the total expenditure of that income
class.

The next step was the multiplication of the per capita expenditure of each income
class as calculated from the 1974/75 family budget survey by the total population of that
class as calculated from the 1976 population census. This was done to arrive at total
expenditure by each income class in 1976. However, the figures arrived at did not add up
to total consumption expenditure in 1976, but were underestimates. To adjust this, the
data were scaled to fit the total expenditure of 1976 as shown in the SAM, column 20.
The scaling factor was4111/3535.

The figures obtained for total expenditure by each income class were multiplied
by the shares (ratio) of expenditure of that class in the 13 sectors. This led to values
for the expenditure of each income class for the products of the 12 sectors plus imports.
These are shown in the SAM in columns 14-19 corresponding to rows 1-12, and in
columns 14-19 corresponding to row 24, The distribution of other items of expenditure
in the SAM, like indirect taxes, direct taxes, and transfers, is discussed in Eckaus et al.
(1979).

4 RESULTS
The results for a typical policy run are given in Tables 14-17. For this policy it is

assumed that all consumer subsidies are set at zero. The test is made on GEM-2 where
there are no restraints on factor demands and their prices remain at one.

TABLE 14 Sectoral gross output with consumer subsidies removed.

Output Factor prices

Final % Change Rent KAPL Wage
Staple food 443.76 —2.470 1.0000 1.0000 1.0000
Nonstaple food 1201.81 —5.220 1.0000 1.0000 1.0000
Cotton 23053 —1.903 1.0000 1.0000 1.0000
Other agriculture 440.10 —5.150 1.0000 1.0000 1.0000
Food processing industry 1454.74 —4.419 1.0000 1.0000 1.0000
Textile industry 832.27 —5.958 1.0000 1.0000 1.0000
Other industries 1358.82 —2.383 1.0000 1.0000 1.0000
Construction 633.93 —0.326 1.0000 1.0000 1.0000
Crude oil and related products 594.23 —2.426 1.0000 1.0000 1.0000
Transport and communication 533.13 —17.603 1.0000 1.0000 1.0000
Housing 124.31 —12.460 1.0000 1.0000 1.0000

Other services 3033.48 —2.711 1.0000 1.0000 1.0000
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TABLE 15 Selected important variables with consumer subsidies removed.

Final Initial Change
Exports 1286.009 1286.000 0.001
Imports 1878.533 1940.000 —3.168
Imports — exports 592.524 654.000 —9.400
Investment 1566.985 1567.000 —0.001
Stocks 113.000 113.000 0.000
Total investment 1679985 1680.000 —0.001
Private savings 377.726 394.000 —4.130
Price difference 176.009 176.000 0.005
Government savings 712.706 632.000 12.770
Domestic savings 1090.432 1026.000 6.280
GNP(C+I+G+E—M) 6725571 6972.836 —3.546

It is seen in Table 14 that the policy has a contractionary effect on all sectors, the
greatest impact occurring in housing followed by transport and communications. The
demand for these sectors is characterized by high elasticities.

In Table 15 it is seen that import demand falls, and since exports are assumed fixed,
the export—import balance improves. Private savings falls owing to lower income levels,
while the government deficit is reduced by 12.77%. Overall GNP falls by 3.5%.

Some of the predicted impact on specific income classes is given in Table 16. Note
the relatively stronger impact on disposable income and hence expenditure for the low
income urban group. Because of the differences in elasticities across income classes, one
observes that at the sectoral level the changes in demand vary. Thus the relatively in-
elastic demand for staple food shows little change while housing demand falls substanti-
ally — an estimated 28.5% for the low income urban class.

Factor demands are given in Table 17. In this variant of the model the factor prices
are assumed unchanged. Because of the contractionary effect of the policy, factor de-
mands are reduced in all sectors. Again the biggest fall is noted for housing followed by
transport and communications.

An alternate variant of the model allows one to assume full use of factors. This
would result in a fall in prices. Similarly one can generate a range of scenarios to provide
guidance on policy. Application of the model to manpower planning is described in
McCarthy (1981) where estimates are obtained for employment generation under the
current five-year plan.



F.D. McCarthy

s08— 1L S6'9 — €181 98°6 — 9¥°01 99— BEER SE0l~ LTLL 0s'8— LIVl
€LL— 9oL 80°L — 98'8S 0£'9— 6l¢L 98'S—  6LEvl SU'L— S6SO0T €0l — L9981 SIOMAIS I_YIOQ
£L01 — YL £60t— 89C Licl—  L8E Ts— WS L0'8l —  0£77¢ I8 — €611 Buisnoy
(AR 4 8Y'¥l— 8E'S 6Ccvl — 699 98—  BO'9SI 0L¢y— $SO09C £€C0C— 06°€C UOHEJUMUIUOD pue jodsuel]
SE€S—  §9¢C £L¢ — (37 Lby— €11 ov— w6 €Lre— Ll oL — S€0C $19npoid patefal pue flo 3pni)
000 000 000 000 000 000 000 000 000 000 000 000 uondNIsU0)
9001 — §9°L1 l6cl —  9C0¢ L6V — 98P §TS—  SI'LS 9 — L6TO Sl'e— 0898 sauIsnpuLIaIg
88— 9eC St — 98¢ sSSPl —  §9Ce €U —  £TCS §9°¢6— £L'16 68l — £6'S9 Ansnpur ajnxa],
Es— L0119 l6'¢ — 996 SU's — £570CC £y —  €9¥%E] 9LE - 08'¥9T 809 — S9v0E Ansnput gurssadord poog
€Ul — 8471 8Y ¥l — € 8y — $89 §9S— vl 8S°L— 9ISl SIol—  ¥8¢1 amnaugde J3y10
98'0— 850 Pl — 650 1871 — LS I€l— 680 €LT— 600 6L’ — LSl uono)
L= veev LS9 — A 609 — L0°LOT £I's— sosol 996 —  LO09LL 688 —  ¥S'E9I pooj aidessuoN
LSE— eV 1€¢ - £6'9 - soTe 6T~ £T§ 6L0—  oftl 95T — 1T pooy 3jderg
uonduinsuo)
10— 11'708¢ PL— T199C £0L— 0690 €79 — 60' 1S Y65 — 15018 0L — 1L°€96 Ie—  6LEL6 amirpuadxs 10N
tUL—  680eLy vir'L—  06'16C 99— 109 96' — 66’079 PLUS— O8'BL8 Wwi— 00901 Lg8—  LB'BIOI aimpusdxa ssoin
069 — T9809F 9—  orisy 96’6 — 89'L6y  8L'S— ¥0'889 08°s —  L6vL0l 08°'L— 90596 66—  8ESTO awoout a[qesodsiq
19°¢ —  6£'¥H0S Scr— (08P [ £rels 60y — 65169 [ 4 | £E°¢—  ¥8'880I1 9g'¢ —  BELOOI awiooul ssoly
U0

aduey) 4 [eurq  d8uey)y [eur 23uey) jpury  e8uey) % feuiy  a8uey) % [eur4  dBuey) [eurg
Buey) [e10] Teama o401 Jaddpny [BAN1 %0€ JPPIN [BINI %409 189m0 ueqin 401 taddpn ueqin %0¢ 3PP ueqin %09 19mo]

100

“PaAOWIAT SAIPISQNS T2WNSUOD YIIM SSEJO awod Ul Aq ﬂOmHQE:mﬂOnYQEOOﬂ~ 91 A19V.L



101

General equilibrium model for Egypt

ILT—  ¥9¥8 ILz—-  6¥se8 000 000 IUT—  008€9 ILT— €Sty $91A13S 1910
OTI—  8%L WII—  L6D 000 000 9TI—  LOS9 oTI—  8EEY Sursnoy
08L—  9TIvT  09L— $TTST 000 000 09L—  96'ST 09°L—  TI'0T  uopedunwwod pue yodsues],
EVT— 96TV EVT— 1991 000 000 ¢T—  19TS &T—  96'¢ sionpo1d paje[al puE [o IpnI)
£€0—  €L€8 £€0—  POY6 000 000 £€°0— 108 €€0—  OVLE uopInISU)
8€'CT—  L6L8T  8€T—  8S091 000 000 86T~  $6'S9 RET— 6OV SQLSTpUT 19430
96—  ¥36P 96’5 — 1+'601 000 00°0 96'S—  $9€01 96°S—  SpLY Ansnpur smxaL,
wwr— 8¢l Ty — $9°ST 000 000 wwy—  ¥S68 Wwr—  6T'st Ansnput 3ursseoord poo.j
000 000 000 000 ST'S—  LPTST STS—  19SL STS—  LELSI aImynopse 1910
000 000 000 000 061—  L6S 06T—  T8I9 06T—  9£706 uono)
TTS— sy ws— 61T TUS—  LL9ST  TTS—  98°8LT TTS—  S0'8ST pooy sjdeisuoN
LYT—  €9%1 LYT— 9971 L¥YT—  SLOL LYT—  ST98 LYT—  L8VTI pooy aiderg
a8uey) % reury  eSueyd % feury  suey)d o fewy  a8ueyd % fewg  eSueyd % Teury
rende) 10qe] pueT rende) 1oqeT

J10}99$ JUIWUIIA0D

103938 9JBATI

“POAOWIAL SATPISQNS ISWNSUOD YNIM PUBWdp 10108 L] ATIVL



102 F.D. McCarthy

REFERENCES

Adelman, I. and Robinson, S. (1977). Income Distribution Policies in Developing Countries. Stanford
University Press, Stanford, California.

Blaug, M. (1978). Economic Theory in Retrospect. 3rd edn. Cambridge University Press, Cambridge.

CAPMAS (Central Agency for Population, Mobilization, and Statistics) (1974). The Migration of
Population across the Frontiers of the Arab Republic of Egypt, 1973. CAPMAS, Cairo.

CAPMAS (1974/75). Family Budget Survey. CAPMAS, Cairo.

CAPMAS (1976a). Follow-up Report of 1976. Ministry of Planning. CAPMAS, Cairo.

CAPMAS (1976b). Employment, Wages, and Hours of Work (Annual Report). CAPMAS, Cairo.

CAPMAS (1978). National Income from Agriculture (Annual Report). Budget Department, Import
Tariffs. Mimeograph, based on Custom Books. CAPMAS, Cairo.

Eckaus, R.S,, McCarthy, F.D., and Mohie-Eldin, A. (1981). A social accounting matrix for Egypt,
1976. Journal of Development Economics, forthcoming.

Eckaus, R.S., McCarthy, F.D., and Mohie-Eldin, A. (1979). Multisector General Equilibrium Models
for Egypt. Working Paper 233. Department of Economics, Massachusetts Institute of Tech-
nology, Cambridge, Massachusetts.

Leontief, W.W. (1936). Quantitative input and output relation in the economic system of the United
States. Review of Economics and Statistics, August.

Leontief, W.W. (1941). The Structure of American Economy, 1919-1939. Harvard University Press,
Cambridge, Massachusetts.

Lluch, C., Powell, A.A., and Williams, R.A. (1977). Patterns in Household Demand and Saving. Oxford
University Press, Oxford.

Lysey, F.J. and Taylor, L. {1980). Income distribution simulations, 1959-1971. In L. Taylor, E.L.
Bacha, E.A. Cardoso, and F.J. Lysey (Editors), Models of Growth and Distribution for Brazil.
Published for the World Bank by Oxford University Press, New York.

McCarthy, F.D. (1981). Methodology for Manpower Planning in Egypt. CP-81-1. Internationa! Insti-
tute for Applied Systems Analysis, Laxenburg, Austria.

McCarthy, F.D. and Taylor, L. (1980). Macro food policy planning: a general equilibrium model for
Pakistan. Review of Economics and Statistics, February.

Stone, R. (1954). Linear expenditure systems and demand analysis: an application to the pattern of
British demand. Economic Journal, 64:511-527.



103

MODELING DUALISM IN JAPAN

Hisanobu Shishido
International Institute for Applied Systems Analysis, Laxenburg (Austria)

1 INTRODUCTION

This paper describes an applied general equilibrium model that is used for analyzing
the economic growth and urbanization of Japan during this century. One of the most
salient features of Japan’s experience during this period has been the dualistic nature of
the economy, even within urban sectors. It is hoped that, through an extensive use of the
model described, more insight can be gained into the causes and consequences of the par-
ticular form of dualism evident in the economic history of Japan.

Much research has been carried out on Japan’s economic history. Kelley and
Williamson (1974), in particular, used a similar approach to that described here, namely,
general equilibrium modeling and dynamic counterfactuals. Their success in utilizing
these tools of “new economic history” to reinterpret the Japanese economic experience
has encouraged others to extend approaches based on their efforts; one such extension
has been the building of the model described here.

The main ways in which the present model has extended and improved on the work
of Kelley and Williamson can be summarized as follows. First, the periods covered by the

-present study are 1905--1930 and 1953--1963, whereas Kelley and Williamson studied
the period 18871915 which has been termed the balanced-growth phase (Nakamura,
1971). This latter period excludes the years of urban dualistic development after World
War . Studying the pattern of this dualistic growth, a well-known feature of Japan’s
experience, and possibly a relevant feature for contemporary developing countries, may
very well shed more light on the mechanism of economic and demographic development,
as Ohkawa (1972, p. 61) notes:

“The phenomenon of such continuous differentials (between modern and
traditional elements) in my view, is much more important than it appears at
first glance. The problem of capital—labor allocation, availability of different
technologies, the income formation pattern and distribution, etc. — these are
all characterized by the differential structure.”

Second, instead of assuming completely neoclassical instantaneous adjustment mech-
anisms, as in the Kelley—Williamson model, various lagged and/or myopic adjustments are
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assumed to take place. For example, it is assumed in the present model, and its modifica-
tions, that investment is carried out by expectations formulated myopically by investors.
Although the total investment is constrained by the amount of savings in this exposition
of the model, the Robinsonian “animal spirits™ can also be taken into account by pre-
determining the investment by equalizing the actual and desired investments. Migration is
another mechanism of lagged adjustment in factor allocation. Potential migrants are
assumed to observe and be influenced by rural-urban income differentials and the rates
with which new jobs become available to them.

Third, in order to study the dualistic wage structure, we employ the assumption that
“skill” is technology-specific and an asset that competes for investment funds with physi-
cal capital investment.

Other features of the present model include “vintage™ (specifying the year of installa-
tion of each item of capital stock) and open-economy characteristics, but a complete small-
country specification is not used.

The intended form of analysis is in three steps: first, the parameter value estimation;
second, the comparative statics, which examine the static responses of the model to vari-
ous exogenous changes in selected parameter values or closure of the model;and third,
the dynamic counterfactuals, which examine the dynamic implications of employing
assumptions different from the historical reality, e.g., different rates of technological prog-
ress or population growth.

In Section 2 the phenomenon of “dualistic development” is reviewed briefly.* Sec-
tion 3 describes the model in detail and concluding observations are given in Section 4.

2 BRIEF HISTORY OF JAPAN’S DUALISTIC DEVELOPMENT
2.1 General Overview

The recent economic history of Japan has received considerable attention because
of the country’s rapid rate of growth from the second half of the 19th century. Not only
was growth continuous, but also there was a noteworthy trend of accelerated growth dur-
ing this period,** starting with a moderate rate of growth and gradually increasing. At the
same time, long swings, or fluctuations, in the economic growth occurred. Japan experi-
enced 3.5 long swings between the end of the Matsukata Deflation in 1887 and the begin-
ning of the 1970s. Each cycle was about 20 years long. The “trend acceleration” can be
easily observed in Table 1 where the successive swings are listed. For example, the average
annual growth rates of gross national expenditure (GNE) recorded during upswing periods
are 3.21% (1887-1897),3.30% (1904—1919), 4 .88% (1930-1938), and 9.56% (1953 -
1969). The growth acceleration has also been accompanied by structural change in the
economy, starting from a genuine agrarian economy (Ohkawa and Shinohara, 1979, p.51):

*Section 2 is not intended as a comprehensive survey of the topic. For more detailed discussion see
Nakamura (1971), Minami (1973), Ohkawa (1972), Ohkawa and Rosovsky (1973), and the Interna-
tional Development Center of Japan Comparative Analysis Project Reports (1976, 1977, 1978).

**Qhkawa and Rosovsky (1973) call this “trend acceleration™ of the Japanese economy.
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TABLE 1 Long-term pattern of aggregate growth rates in Japana: average annual rates of growth of
gross national expenditure versus population; (U) = upswing, (D) = downswing.

Period (length in years) Annual percentage increase in
GNE Total population Per-capita GNE

(U) 1887-1897 (10) 3.21 0.96 2.25
(D) 18971904 (7) 1.83 1.16 0.67
(U) 1904-1919 (15) 3.30 1.19 2.11
(D) 1919-1930 (11) 240 1.51 0.89
(U) 1930-1938 (8) 4.88 1.28 3.60
(D) 1938-1953 (15) 0.58 1.36 -0.78
(U) 1953-1969 (16) 9.56 1.03 8.53

90hkawa and Shinohara (1979, p. 10).

“Using sectoral shares of gainfully occupied population as an indicator shows
Japan was economically backward compared to western nations. In Japan the
share of labor in agriculture in 1870—80 was 65—70 percent, close to the
developing countries’ share today. It is impossible to find western nations
with such a high rate in the initial years of their modern economic growth.”

The structural changes can be observed in sectoral shifts of production. The indus-
trial share in net domestic product, for example, increased from 20% in 1887* to 52% in
1938,* while the agricultural share decreased from 42.5% to 18.5% during the same period.
Within the industrial sector there were also continuous shifts from light to heavy and from
traditional to modern industries.

These shifts were a result of the introduction of advanced technologies from abroad
into a largely agrarian and traditional society — the inevitable course followed by a late
starter in industrialization. It was, therefore, only natural that there was a period in the
history of Japan when traditional, indigenous elements and modern, imported elements
coexisted. The period during which the traditional elements played an important, albeit
changing role was fairly long. These traditional elements were not eliminated through
competition immediately after modern elements were introduced into the economy. The
years of Japanese economic development, therefore, can be said to fall into a number of
distinct phases in accordance with the different roles the traditional and modern elements
played. Ohkawa (1980)** divides them into four phases: Phase 0 1868 to 1885; Phase I
1885 to World War [ (1915—1919); Phase II World War [ to 1958—1962; and Phase III
19581962 to the present.

Phase O was an initial period where institutional changes that were required for
modem economic growth took place. The year of the Meiji Restoration, 1868, when
modern economic growth became the national objective, is considered the first year of
Phase 0, although some modern elements already existed before that time,***

*These are the middle years of five-year moving averages. Figures are from Ohkawa and Shinohara
(1979).
**The rest of this section is based on Ohkawa’s argument in general.
***See Yasuba (1978) for details of the socioinstitutional and demographic conditions prevailing in
Japan before 1868. See Ohkawa (1978) for other economic conditions.
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Phase I was the period when modernization largely depended on traditional elements
both in agriculture and in the nonagricultural sectors. The dependence took the form of
financial sources of growth (taxes and savings), foreign exchange (exports), and supplies
of labor and food.

Phase II was the period when the modern sectors started to become more indepen-
dent of the traditional sectors. The strong dependence of the modern sectors on the tradi-
tional sectors as sources of labor supply, however, continued. This period started with the
first investment spurt in the modern sectors and saw a fluctuating but continuous growth
of modern elements, while the growth potential of the traditional sectors faced some con-
straints. The so-called “dualistic development pattern” was, therefore, firmly established
toward the beginning of this phase and continued until well after the end of World War I1.

Phase 111 started around 1958—1962 and has continued to the present date. During
this phase modern elements have come to dominate all sectors of the economy.

A quick glance at exports also endorses the changing but important role played by
the traditional sectors. In the initial phase of economic development after 1868, raw silk,
silkworm cocoons, and green tea made up 85% of total exports. By the turn of the century
more industrial goods, produced by traditional manufacturing, became the dominant
exports: raw silk, other silk goods, cotton products, and other miscellaneous goods. Tex-
tiles were the most important exports until the 1930s, making up 60—70% of all manufac-
tured exports. Within the textile exports, however, there was a remarkable shift from silk
to cotton products.

An increase in heavy industry’s share of exports started around the 1920s and it
eventually became dominant, although only replacing textiles after World War I1. A well-
known dynamic feature of the Japanese economy is that exports of manufactured goods
were preceded by periods of imports and import-substitution production (see Akamatsu,
1966).

The role of the traditional sectors in financing Japan’s high rate of growth is thus
obvious. The three primary export commodities in the early phase were all products of
the agricultural sector. The major exports from the turn of the century were manufactured
textiles and miscellaneous goods produced by the traditional manufacturing sector with-
out imported technology or by sectors with imported but largely modified technologies
(e.g., cotton, matches).

Among the different phases of recent Japanese development, we will focus our
attention on Phase II because this is the period when “dualism” occurred and persisted.
The mechanism of urbanization and growth in the dualistic economy will also be studied
using the model presented in Section 3.

2.2 Dualistic Development: A Closer Look

Phase II of Japanese economic development started from the time of the private
investment spurt, with an almost unlimited increase in export demand because of World
War L. This spurt increased the size of firms in general and that of heavy industrial firms
in particular. The average annual growth rate of the manufacturing sector during World
War I was an extraordinary 9.3%. But the growth rates were quite uneven within the sec-
tor: machinery grew at 28.1%, metals at 10.7%, textiles at 4.1%, and miscellaneous goods
at 2.2% (Yasuba, 1966).



Modeling dualism in Japan 107

The distribution of income was also strikingly uneven. The real wages of urban
workers and real agricultural income both decreased in real terms until 1918, while invest-
ors were profiting greatly from the boom. The increasingly inequitable income distribu-
tion during the economic boom increased dissatisfaction among the poor, and paved the
way for the rice riots of 1918,

The stagnant condition of Japanese agriculture after World War I* is also noteworthy.
It was partially caused by worldwide agricultural crises when supply increased at the same
time as demand decreased because of deflationary pressures; these latter were due to the
efforts of all industrialized nations to restore the gold standard to prewar rates. Another
reason for the stagnation of Japanese agriculture was a shift of government policy after
the rice riots of 1918. The new policy no longer protected the farmers but rather appeased
the urban workers. Imports of cheaper rice from the Japanese colonies were promoted at
the cost of accelerating the decline of domestic agriculture. To make matters worse, in-
creasing urbanization decelerated the growth of consumer demand for traditional food. As
a result, there was a drastic relative decline in agricultural income. The rural area, therefore,
no longer had the capacity to support its population, causing an increase in labor surplus.

The “push” pressure of the rural areas thus increased, but the *“pull” factors of the
urban areas were limited for two reasons. First, even during the boom, investment was
largely concentrated on more capital-intensive modern industries, and the gross employ-
ment effects were limited. Second, the rate of staff turnover in modern industry started
to decline drastically, partly because of the increasing capital intensity which caused
technology -specific skills to become important. Formal schooling gave only general back-
ground training, so almost all training.in skills took place on the job. Once skills were
acquired it was in the interests of both employers and employees for the latter to stay
with the same firm. The wage policy of employers in modern industry, therefore, can be
regarded as minimizing the sum of wages and loss of training costs caused by staff turn-
over.** The prevailing wage levels in the traditional sectors were much less relevant to the
wages in the modern sectors than economic textbooks might suggest.

A detailed study on the behavior of the modern-sector firms (International Develop-
ment Center of Japan Comparative Analysis Project Report, 1977, pp. 136, 137) clearly
indicates this trend:

“World War [ created an unprecedented boom in the economy. As the invest-
ment spurt proceeded, the tightness of the labor market became acute . . ..
The boom was followed by a period of reorganization and adjustment. By
this time the ground work for implanting modern technology had been laid
out and the distinction between “indigenous” and *“‘modern” skills had
become more and more apparent. The former no longer could be counted on
as a handy substitute for the increasing demand for industrial skilled labor.
The absolute shortage of trained workers and the increasing degree of occupa-
tional specialization and division of tasks induced many large corporations to

*Napier (1979) offers an interesting opposing view that weather was responsible for low agricultural
growth during this period and that the real stagnation came much later than is conventionally
believed.

**In addition, modern-sector employers had an incentive to pay higher wages in order to isolate their
workers from the increasing restlessness of other urban laborers and to keep the “‘cream of the labor
force™.
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initiate a program of training-within-the-firm. At the Nagasaki Iron Foundry,
for example, the shokko gakko [Workman’s Engineering School] was set up
in 1918 . ... Concurrent with this new trend, there was a tendency among
the large firms to put a tighter limit on the age of new entrants;it seems that
the idea of kogai [workers reared from youth] became increasingly popular.
The sharp distinction between regular and temporary workers was sometimes
introduced in order to retain flexibility in output demand. In any event, labor
turnover rates in large factories declined sharply after the close of the war,
reflecting the new trend toward stability in the labor market for the “modermn”
sector. By contrast, it should be noted that the overall magnitude of labor
mobility continued to be high throughout the 1920s.”

The limited demand for labor in the modern industrial sector, coupled with the
decline of the population-supporting capacity of the rural areas, limited the alternatives
available to job seekers. The surplus labor flowed into various urban traditional sectors.
The numbers of those gainfully employed in small-scale manufacturing, retail services,
and other traditional services increased drastically. For example, the number increased by
101% for retail and wholesale services, and by 42% for other services (Nakamura, 1971).
The increase of labor employed in these sectors pushed the wage levels down, giving rise
to wage differentials between different sectors and between different sizes of firms.*

The interaction between urban and rural labor markets was, therefore, quite impor-
tant. Wage levels went down with the decline of agricultural income not only for traditional-
sector employees but also for female workers in general (employed mainly in the textile
sectors). These female workers had been recruited directly from the rural areas and had a
high turnover rate.

The question posed from a neoclassical point of view, then, is: why did this dualistic
disequilibrium phenomenon persist for so long? It is hoped that, with the help of the model
presented in the next section, more insight will be gained into the answer to this question.

One plausible hypothesis is that this dualism occurs during a period of rapid tech-
nical or technological progress, accompanied by an increased demand for technology-
specific skills. Both the firms that own the new technology and the skilled labor that use
the technology earn quasirents. This situation can last a long time if the investment
embodied in new technologies stays at a high level, so restricting the diffusion of the latest
technologies.

Both workers and employers have a vested interest in each other, since the skills
workers now have are technology-specific. It is disadvantageous for the worker to quit so
long as other opportunities are no more attractive than the present job, and it is costly to
the employer if the worker does quit. Therefore, the employers pay higher wages to reduce
the number of resignations, and workers stay in the same firm, possibly increasing their
efficiency through learning-by-doing. This is a type of bilateral monopoly (Tan, 1980).

This hypothesis also assumes the continuing existence of surplus labor in the tradi-
tional sector. Without this surplus the wage level of traditional sectors would be pushed

*Before World War I, wage differentials were of a spatial nature, i.e., the segmented labor markets with
limited spatial labor mobility and flow of information were mainly responsible for the differentials,
while the dualism born after World War I was formed against a background of relatively high factor
mobility and flow of information.
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up to a level where workers in the modern sectors would not feel such a strong incentive to
stay in the same firm. This is what actually occurred in Japan during the 1960s, when the
surplus labor in the traditional sector was exhausted and economic dualism largely dis-
appeared (along with diffusion of technologies and a productivity increase in agriculture).

From the observations and hypotheses presented, it appears likely that investments
in new technologies and an elastic labor supply were important factors in the formation of
the dualism observed in post-World War [ Japanese economic history. The model described
below emphasizes these aspects.

3 THE MODEL
3.1 General Features

The model was built to incorporate aspects of Japanese economic development in
this century as described in the last section. [ts specific features are as follows:

— Itisa “vintage” model in which each item of capital stock in a given sector is
specified by the year of installation.

— It distinguishes ex ante and ex post production possibility sets, and assumes
“putty—semiputty” technologies for various urban sectors with varying elastici-
ties of substitution.

— It assumes that productive physical investment is made by investors with differ-
ing expectations, albeit myopic, on future factor and commodity prices and on
demand.

— It defines rural—urban labor migration as depending largely on urban job oppor-
tunities as well as on the difference in (expected) income differentials deflated
by cost-of-living indices.

— “Trade” is specified in three ways: all exports are given Armington specifica-
tions; all imports of raw materials and machinery are considered noncompetitive;
and all industrial finished goodsare considered competitive and given Armington
specifications.

3.2 Sector Division

Table 2 outlines the system of sectoral division used in the model.

The manufacturing sector is divided into three subsectors in order to capture differ-
ences in technologies employed within the sector. It is assumed that the size of firms
reflects the degree of indigenousness of the technology employed. One of the criteria con-
sidered for determining whether an industry belongs to the modern or the traditional sub-
sector is, therefore, the proportion of employment in small-scale firms to total employ-
ment in the industry .*

*Pre-World War II period firms with five or less employees and post-World War II period firms with 49
or less employees are considered as small-scale firms.
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TABLE 2 Sectoral divisions in the model of Japan.

H. Shizhido

Sector

1905--1930

1950 19637

Urban sectors
Industry 1

Industry II

Industry III

Construction

Urban service

Rural sectors
Rural service

Modern industry (MM)
Chemicals
Machinery
Metals
Mining
(Printing)

(Stone, clay, and glass)b

Textile industry (TE)

Traditional industry (TM)
Food
Lumber and wood
Miscellaneous

Construction

Modern service (MS)
Modern transport
Electricity
Other public services

Traditional service (US)
The rest of service activities
Urban housing construction

Rural service (RS)
Rural housing construction

High capital-intensity industry (HK)
Petroleum
Steel
Nonferrous
Chemicals
(Ceramics)
(Pulp and paper)b

Moderate capital-intensity industry (MK)
Machinery
Textiles
Printing
Rubber
(Mining)®

Low capital-intensity industry (LK)
Clothes
Leather
Furniture
Metals
Wood
IFood
Miscellancous

Construction

Modern service (MS)
Modern transport
Electricity and other utilitics
Public services
Banking and modern finances
Traditional scrvice (US)
Retail and wholesale services
Urban housing construction

Rural service (RS)
Rural housing construction
(Retail services in rural areas)C

Agriculture
Fishery
Forestry

Sericulture

Agriculture

Urban housing
Rural housing

For rental flows

%The post-World War II sectoral division of manufacturing adopted here owes much to the work of
bMotai and Ohkawa (1978).

Tentative since on the borderline of sector divisions.
Tentative since data not available.
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In addition, several other criteria are employed, such as capital—labor ratios, and
labor and capital productivities. For the pre-World War II period, the conventional
modern—traditional division is applied to these criteria, but a third subsector, the textile
industry, is singled out for separate treatment because of its important role in the develop-
ment of the Japanese economy in this period.

The service sector in the urban area is divided into two subsectors: capital-intensive
modern services, which include transportation, communication, electricity, and other
modern services; and traditional services, which include retail and wholesale businesses,
personal services, financial services, and carpentry for residential buildings. Banking and
other financial services are considered as traditional, mainly because of the way statistical
data were recorded in the pre-World War II period. Construction is considered as a sepa-
rate sector because of its specific characteristics, namely, nontradability and high labor—
capital ratio.

For the rural region, economic activities consist of the primary (agriculture) and
rural service sectors. “Agriculture” also includes sericulture (the production of raw silk by
raising silkworms), fishery, and forestry. The rural service sector should include rural retail
businesses, traditional transportation, personal services, carpentry, etc., but owing to data
limitations, only rural carpentry is considered to belong to this sector in the pre-World
War II period.

Finally, two additional sectors are included to account for rental flows in urban and
rural housing.

The difference between the pre- and post-World War II divisions is more apparent
than real. What is considered modern in the prewar period can be considered to belong to
the medium range of capital intensity in the postwar period, e.g., machinery and printing.
The singling out of the textile industry for the prewar period is only natural given the role
it played as a major export sector, with modern or modified modern technology utilizing
the unskilled (female) labor force from rural areas. This distinct and predominant role
was not taken up either by the textile industry or by any other “single” sector in the post-
World War Il period.

3.3 Production Relations

Persistent wage differentials between modern and traditional sectors in Japan have
puzzled many economists and have been a source of heated arguments. It was not only
the wage differentials that were persistent but also the very existence of the traditional
sectors. In the stereotyped concept of modernization, traditional sectors are residual and
are supposed to be phased out and replaced by more modern sectors as the country devel-
ops. This did not occur in Japan for a long time. Many authors have tried to explain this
persistent (if not happy) coexistence, which resulted in the lasting wage differentials dis-
cussed earlier.

There have been various attempts at explaining Japan’s economic development. [n
this paper an attempt is made to explain it from the economic and technological points of
view, not only because these aspects are easier to quantify, but also because [ believe they
should be elaborated first. These aspects are less culture-specific and are therefore useful
for finding any relevance to, or comparability with, the experiences of other countries.
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The main hypotheses proposed are as follows:

— The ex post elasticity of substitution of modern-sector technology is much
smaller than that of the traditional sector.

—  The physical lifetime of equipment in the modern sector is much longer than in
the traditional sector.

—  The equipment of the modern sector is, by definition, “borrowed” technology,
while the technology used in the traditional sector is mainly indigenous.

— Investment in each sector is carried out at the most efficient point with a given
expected factor-price ratio.

—  Technical progress is more rapid and labor-saving in the modern sector.

Most of these hypotheses are seen clearly in the diagram of isoquants depicted in
Figure 1.

K a Modern ex ante

Modern ex post

expected w/r

Traditional ex post

. Traditional ex ante
Traditional expected w/r —=

FIGURE 1 Various ex ante functions and wage-rental (w/r) expectations.

The implicit scenario is that, because of the limited substitutability in the modern
sectors, available capital stock and new investment alone almost completely determine
the employment of labor in these sectors. The rest of the urban labor force will then have
to seek employment in the nonmodern urban sectors: i.e., traditional sectors, where,
because of high elasticity of substitution, employees can be hired, but at lower wages.

Finally, where capital stock is concerned, a distinction is made between structure
and equipment. Capital structure (KC) is supplied by the construction sector and has a
longer lifetime than capital equipment (KE'), which is supplied by the modern manufac-
turing sector.

Production relations are formally expressed in the following production functions.
The indices are as follows:
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1 = Industry I (MM for 1905--1930; HK for 1950—1963);
2 = Industry II (TE for 1905-1930; MK for 1950-1963);
3 = Industry III (TM for 1905—1930; LK for 1950—-1963);
4 = Construction;
5 = Modern service;
6 = Traditional urban service
7 = Rural service;
8 = Agriculture and primary activities (including sericulture);
9 = Urban housing;
10 = Rural housing.

3.3.1 Production Technology Equations

Fori=1235
Ex ante
u o il UL
ale s o8 . 5. . .
0= A,.§¢,. E, (e,-gi + (1~ &)KE, ) +(1- &)KG"
e
&
+Q —a,.)g,.'s 1)
where " means ex ante and a bar under a variable means it is measured in efficiency units.
Ex post
s Nl
0y =4;° Aiv3¢ivl£iv (eivgi Y+ (1= ¢ )KE,, - exp {op(t— V)})
S‘iv/‘niv l/g‘iu
¢
+(L—§,)KC exp (-0 (t-0)}  +(+9,)L; { @)

where v = vintage (year of installation of a given item).
¢iv = @1/!61 +(1 - é‘)i)(k*)g‘iv'giJ
£y = éi/[gi +(1- «%,-)(h*)n"”-ﬁ‘]
€ip = eAi/[éi (- eA,')(S*)siu%i‘

where

k* = the efficient composite-capital (S, KE, KC) to labor ratio at given factor-
price ratios and a given ex ante production function;

h* = the efficient skill-and-equipment composite (S, KE) to capital structure (KC)
ratio at given factor-price ratios and a given ex ante production function;
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s* = the efficient skill-and-equipment composite (S, KE) to capital ratio at given
factor-price ratios and a given ex ante production function; and

A;, = a sector- and vintage-specific parameter.

(Note that there is a one-to-one correspondence between production sectors and com-
modities.)

Fori=4

1o,
0,=A,|e, KE,; +(1— €))L ©)
Fori=6,7

gl gl 1-pipl
Q; = AKE,)" (KC) (L) “)
Fori=8&
[)‘f/ps .

8 62 l'ﬂg-ﬂl
0, = A, |0, KED +(1—0)KCS | (L) " (xy) (5)
Fori=9
Q, =4, KC&" o )"’ ©)
Fori=10
Q)0 =4, KC,, Q)

where

Q; = total output of sector i;
A; = sector-specific shift parameter;
#;, &;, €;, 0; = distribution parameters where constant-elasticity-of-substitution
(CES) forms are used;
8;,m;, §;» p; = substitution parameters where CES forms are used;
B¢ = production parameters in Cobb—Douglas forms;

S;, = skilled labor of sector i associated with capital stock of vintage »;
L;, = unskilled labor of sector { associated with capital stock of vintage v;
KE;, = capital equipment of sector i and of vintage v;
KC;, = capital structure of sector i and of vintage v; and

X; = land area of sector /.

Equations (1) and (2) are for i = 1,2,3, and 5 and a “putty—semiputty” assumption
is used. The ex post elasticities of substitution are assumed to be smallest for modern
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manufacturing, i = 1, and increase as the sectors become more traditional. The parameter
values for ex ante and ex post production functions of the modern service sector will be
derived from more empirical data. These three-stage nested CES functions are specified to
incorporate the following three assumptions: equipment and skill are most complementary
to one another; the composite of equipment and skills is complementary, although to a
lesser degree, to structures; and unskilled labor is considered more as a substitute for any
of these capital goods.

The construction sector (/ = 4) is assumed to use only equipment and unskilled
labor for building roads, harbors, and factory structures, etc. This simplification seems to
be permissible, given the technology used and the pattern of employment in this sector.
Cobb-—-Douglas specifications are used for traditional service sectors and the primary sec-
tor. Capital stock in traditional service sectors includes building structures (usually shared
with structures for residential purposes) and some tools.

The Cobb—Douglas specification in agriculture (except for specifying a capital com-
posite where CES is used) is based on past research. Most studies indicate that the elasticity
of substitution between factors in this sector is equal to or close to unity. Itis also assumed
that disaggregation of this sector is not necessary in this case study, because Japan has
enjoyed relatively unimodal agricultural development.

Some explanation of the specification with regard to embodied technical changes is
in order here. This specification increases not only the number of production functions
but also their complexity, in the following sense: (1) each vintage should have different
input—output relations; (2) each vintage should have different quality outputs, i.e., newer
machines produce better goods; and (3) each vintage can have quite different rates of
return on factor inputs.

Considering point (1), where input—output data are not available for the pre-World
War 11 period, production functions are specified in order to include intermediates in the
functions in a Cobb—Douglas manner.* That is

0;= (Y™ 1)
]

and
aA +3q, =1
7T
j
where
Q; = total output of sector /;
Y; = total value added of sector i;
Aj; = input of sectory goods in the production of sector 7;
aYA = distribution parameter for value added; and

a; = distribution parameter for input j.

*I am grateful to Warren Sanderson for pointing out that this is possibly easier than estimating the
input- -output tables.
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There are problems, however. One is the method of estimation of «, and the other
is that only intermediate input substitution through relative price change is accounted for
whereas input-saving technical progress is not. The estimation of a, for the time being, will
only be carried out by simulation — choosing a value for « that replicates history with a
certain degree of precision. The second problem could be the topic of future research. For
the post-World War Il period, where the input --output data are more readily available, both
value-added and total-output specifications could be tried; the former would use variable
rather than fixed input--output relations.

With regard to point (2) (the quality differences among vintages), it is assumed that
products of the same category are completely homogeneous in the eyes of the consumers.
They pay the same price and get the same satisfaction from products produced by equip-
ment of different vintages.

Turning to point (3), rates of return on capital are allowed to vary by vintage,* but
the wage rate will be identical within each sector for the same kind of labor, regardless of
the difference in vintage of the equipment used.

There are two elements determining the lifetime of capital stock: physical and eco-
nomic. Both are taken into account. The first is specified by the maximum number of
years a certain kind of capital stock could stay in production. This is determined by
exogenously given fixed rates of depreciation, or lifetimes under the one-hoss-shay
assumption **

Economic obsolescence is taken into account by the following criterion: if any
capital stock has a negative net rate of return for two consecutive years, the whole vintage
of that sector will be disposed of without any cost, regardless of how old that stock is.

3.4 Pricing and Factor Returns
The cost of production and the value-added price will first be defined. The cost of

production is the minimum required to produce the commodity, and the cost per unit of
the commodity is the producer’s price. This is the total cost of all inputs:

L, S, KE, KC., n A,
P=12+4g Ly g, W, 5 pe_Jt
R A A

where

P; = producer’s price of commodity i;

I; = user cost of unskilled labor in sector i;
gq; = user cost of skilled labor in sector i;

rggy = User cost of capital equipment (quasirent) of vintage v in sector i

rciy = user cost of capital structure (quasirent) of vintage v in sector i;

* Aggregation of capital of different vintages is impossible unless technical progress is purely capital-
augmenting, which has been ruled out.
**The production functions in eqn. (2) only use the fixed-rate-depreciation assumption but the one-
hoss-shay assumptions (where capital stock is assumed not to depreciate during its lifetime but is
assumed to disappear completely at the end of its lifetime) will be tried in some future simulations.
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ch = purchase price of commodity j; and
A;; = inputs of commodity j to product commodity i (in the case where j = O,Aﬁ
are imports).*

Il

Ji

The value-added price is defined as

PVA=P_EPCi=Iﬁ+qi+r . ﬂ_{_r . ﬂ
! A T N Eoy i o i

The ex post user costs of primary factors and the noncompetitively imported commodity
are in turn defined as:

— L L _ P
L=Q0+¢¢)W;+bT, and all./aw,. =0 fori=125

= S
q,‘ - (1 + ts)wi

_(_1 E E
rEiv—(l_t Riv+oi)P1
r

— 1 C C
rCiv—(—R' +o.)P4

— 144 !
1—t,

C _ FNCy pW .
Po—[1+tm ]P0 T

where
t;, = tax rate on unskilled labor wage (employer’s contribution);
tg = tax rate on skilled labor wage (employer’s contribution);

t, = tax rate on capital profit income;

t(F,-I)‘JC = tariff rate on noncompetitive imports;**
W}‘ = wage rate for unskilled labor;
W,-S = wage rate for skilled labor;
R,E = after-tax rate of return on capital equipment;
R? = after-tax rate of return on capital structure;
03.3 = depreciation rate of capital equipment;
o? = depreciation rate of capital structure;

P, = price of capital equipment (= price of modern manufacturing-sector goods);

*This particular specification assumes imported inputs of only one kind. But it is relatively easy to
disaggregate them, and this is done if required.
** Average tariff rates will be used for most simulations. However, when more detailed aspects of tariff
policies need to be studied, sector-specific rates t{‘;f)qc or tf;.(): will be employed, for noncompetitive
and competitive imports, respectively.
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P, = price of capital structure (= price of construction-sector services);
P, = user price of imported goods;

W . . ]
Py = world price of imported goods;

T = exchange rate;
b; = rate of unskilled labor turnover where b; = bi(Wl ,.,.,W8 );and

T; = sector-specific hiring and training cost of unskilled labor, but T; = 0 for
i=3,6,78.

The above equations are quite conventional and need no further explanation except
for the user cost of unskilled labor. For sectors 1, 2, and 5 (modern manufacturing, tex-
tiles, and modern services) this cost is assumed to depend on the hiring and training cost
and the rate of turnover as well as on wages and taxes.* This specification means that
even the unskilled require a certain amount of training in these sectors. The training is
firm-specific and is not considered as a “cost” unless those who received the training sub-
sequently leave. The cost of recruitment - incurred when looking for appropriate employ-
ees - is included in the specification. This cost was historically most explicit in the textile
sector where employers in the sector had to send staff to rural areas to recruit girls for the
workforce.

Consumer prices for domestically produced goods are specified as

Py =+ )P+
where
¢ld
1
¥; = markup for transport cost, being O when the goods are consumed in the area

of production.

= indirect tax rate; and

Consumer prices for competitive imports are written as
— FC\ pW
Pi=(+M)P) -1

Finally, the neoclassical marginal principles apply with respect to factor returns,**
that is

* A similar specification is used for studying migration by Stiglitz (1973). For convenience the lost
training cost is treated in the same way as depreciation.

**For traditional sectors, of course, these are just imputed shares. For the agricultural sector, it is
explicitly assumed that the population perceives average income as a measure of welfare, especially
in making decisions to migrate. See Section 3.5.3 on this subject. As to the urban traditional sec-
tors, it is assumed that the marginal principle still holds even in rural -urban migration decisions,
assuming that most migrants would not become self-employed proprietors right away. In other
words, they would first be employed by a small factory or retail shops. Of course, when self-
employed proprietors using family labor decide to become employed laborers, the average family
income (not wage income) should then be measured against the wage rate of the possible employ-
ment. This intraurban, intersectoral movement is left for a later sensitivity analysis.
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3.5 Factor Allocation

The three kinds of capital goods (skill, equipment, and structures) and labor are
allocated over various sectors for the production of goods and services. The way the fac-
tors are allocated is crucial for an economy ; how new factors are allocated and how the
existing labor force shifts among the various sectors are the major determinants of the
future paths the economic—demographic development of the country will take. The fol-
lowing description shows how this allocation is determined in the present model.

3.5.1 Physical Productive Private Investment

Physical productive private investment applies to both capital equipment and capital
structures. Investors are supposed to be fully informed of ex ante technical possibilities,
and they also have the sector-specific expectations on future factor prices and demand for
their output. The most efficient factor employment per unit of output (or value added) is
obtained using Shephard’s Lemma (Shephard, 1953) by taking the first-order derivative
of the unit cost function with respect to the user cost of that factor. Thus

dufdry = (KE/Q)"
where

u=B/Q;
B = the cost function implied by the production technology; and
(KE/Q)* = the optimum capital-equipment—output ratio given the technology and
the user cost of capital.

It is assumed that investors have expectations on future demand in addition to fac-
tor prices. Suppose then that Dl.e is the expected demand per year for the sector i/ com-
modity, and SIA is the actual capacity for supplying this commodity, less depreciation.
Then the new capacity for this product needed for the next period is:+

DD, = D¢ —SA
1 def I 1

+1f DD; turns out to be negative, an atypical case for a growing economys, it is assumed that the gross
investment in the sector concerned is 0.
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The new capital stocks required are the expected investments, and these can be specified
as

e _ e .

It =P, @wovg.;) - DD;
for equipment in sector 7, and

e _ e .

Te.i = Pa@uyfove,;) - DD;
for structures in sector 7, where I, and /¢ ; are expected investments in sector / for
equipment and structures, respectively, and vg . and vg; are expected costs of the use of
capital equipment and structures, respectively.

The total investment, however, is constrained by total available savings although the
current period’s excess demand for investment has some effect on the next period’s saving
patterns for capital-income earners. Thus the actual investment in sector / in capital goods
k(k = EC)is

A _ cre e

1= (Ik-i/kz_ fl Ik].)SA Vp

where
J = the capital-using sectors (1,2,3,4.,5,6,7,8);
k=EandC;and

SA Vp = saving available for physical productive investment.

Finally, the specification of how expectations are formulated is as follows.* It is
assumed that investors act in a “myopic™ fashion. Thus

DFH () = v, DA @) — DY e — D] + DR

W I (e) = v, WA @) — WS (e — D] + WA Q)

et =, PO =D+ 0 (k=EC)
i @ =, RO == D]+, (0 (k=EQ)

& @O =, a0~ 6~ D] +af @)
where

X,‘-""(t — 1) = the expected value of X for time ¢ in sector /, for an expectation
formedatr—1;

*Expectations on factor costs are based on the technology used by the “‘best practice” firms of the
sector concerned.
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X,A(t) = the actual value of X at time ¢ in sector i;
Yx = an X-variable-specific positive constant;and
vi.; = the perceived cost of capital in the future, which consists of the rate
of borrowing and the depreciation cost.

3.5.2 Public Investment

Public investment will in general be taken as exogenous in the model, because of its
very nature: in real life it is greatly influenced by exogenous factors, such as typhoons,
earthquakes, and wars.* However, a word of clarification should be added here. It is
assumed that some particular government organizations, government-run factories, the
national railway system, electricity generators, and so forth, are already dealt with in the
appropriate sectors. That is, railways and power are placed in the modern service sector,
public factories in the modern service or the appropriate industrial sectors, etc. Therefore,
the remaining parts that are considered as exogenous in public investment are public infra-
structure construction (both agricultural and general), natural disaster reconstruction,
construction for military, religious, and cultural facilities, furniture and fixture, and non-
military building construction. Only public infrastructure construction is really significant,
and more efforts will be made in future to endogenize this variable. Nonmilitary building
construction is important in the sense that the greater part of it in Japan is for school
buildings. This will be discussed in Section 3.10.

3.5.3 Migration

Here only intranational migration in a narrow sense is considered. For Japan, this
means that population movement to Korea, Taiwan, and Manchuria would be exogenous.
“Migration” is also understood here as intersectoral flows of population. More emphasis
is, therefore, given to the shift of population from agricultural to nonagricultural sectors.
From our assumptions on sectoral division, this movement is synonymous in the model
with rural—urban migration. But one should remain aware of the differences between the
nonagricultural and urban sectors. It is accepted that the present model takes a very sim-
plistic approach with regard to migration, despite the myriad works discussing this issue.**
From the economic point of view, especially concerning developing countries, the litera-
ture does not seem to have progressed much beyond the Harris—Todaro specifications
(Harris and Todaro, 1970).

The Harris—Todaro concept will also be invoked here to specify migration as a func-
tion of the ratio of expected urban income to average income in the rural sector. The
expected urban income is a weighted average of various urban wages. These weights, how-
ever, are different from those used in the conventional Harris—- Todaro framework. Here,
because labor migration in Japan was historically highly demand-oriented, the number of
available jobs for migrants in each sector will be used as a weight. This weight consists,
therefore, of the number of new jobs created by new investment and the amount of
employee turnover.

*During the period 1900—-1940, the proportion of public investment in construction that went into
work repairing the damage caused by typhoons and earthquakes varied from 10% to 15%; during
the same period the proportion of military investment in total government equipment investment
varied from less than 10% to close to 90%.

**For a summary of a more or less economic view, see Todaro (1975), and for a demographic aspect
see Rogers (1977, 1980).
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Thus the rural--urban migration (M, ) is specified as follows:

Mru o /a7
7 =mlIn(W W) 8)

I
where

; = rural labor force; and
m = a parameter.

Also
- | EEdlelw]
w,= . — (j = skilled (S) or unskilled (L) labor;{ = urban
COL, El.Zjd/ 0! sectors)
dl=d 0<d< 1 (if j = skilled)
dl =1 (if j = unskilled)
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Here
¥, = average income of owner—cultivators;
yp = average income of peasants;
Yy = average income of nonagricultural rural workers;

p, = proportion of owner—cultivators in the rural population;
p, = proportion of peasants in the rural population;

COL; = cost of living index in areaj = Z; w{: Pé (j = urban, rural);

-~

wj = w;(E"), where ET = expenditure of rural agricultural labor;

-

= Z, yh w; (E "y, where V¥ = population in income class A/total urban pop-
ulation, EM = expenditure of income class /, and w; = budget share for

w

~z

commodity #; and
d = discount factor for skilled employment.
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3.6 Consumer Demand

3.6.1 Static Consumption

For more than two decades economists have explored specifications of a complete
system of demand equations that are able to extract various price and income responses
froin (usually) limited data, at the same time satisfying various restrictions derived from
consumer theory.

For the analysis of developing countries, the two systems used most often and
therefore the most tested over time are the linear expenditure system (LES) and the addi-
log demand system. More flexible specifications include, but are not limited to, the Rot-
terdam (e.g., Theil, 1976), the translog (Christensen et al., 1975), and the almost ideal
demand system (AIDS) (Deaton and Muellbauer, 1980) specifications. These latter speci-
fications often use duality theory,i.e., the first-order partial derivative of the expenditure
function with respect to the price of a given commodity is the (Hicksian) demand for
that commodity of a utility-maximizing consumer, or the Roy identity. The former
specifications (LES and the addilog demand system) have the advantages of enabling
clearer and more straightforward interpretations of various concepts such as elasticities or
minimum basic needs to be made, in addition to the relative easc of estimation of param-
eters; but at the same time the constraints imposed on the system a priori are more rigid
than those demanded by specifications in the other group.

In this paper, the more flexible demand systems are preferred over LES, ELES,* and
addilog, owing mainly to a desire to avoid rigid assumptions, and also so that it will even-
tually be possible to examine the implications of discarding homogeneity or Slutsky-
symmetry assumptions. Furthermore, out of the various flexible specifications mentioned,
it is proposed that AIDS be used, at least initially, for this case study. This system has
advantages in that all of the following requirements are simultaneously satisfied: it gives
an arbitrary first-order approximation to any demand system; it satisfies axioms of choice
exactly; it aggregates perfectly over consumers without invoking parallel linear Engel
curves; it has a functional form consistent with known household-budget data;and it is
simple to estimate, avoiding nonlinearity in the parameters.

The simplified equations to be estimated and used have the form

W=+ ,]‘2 7, In P+ B; In E/P, )
where

w; = budget share for commodity J;
a,-,ﬁ,-,’y,-]- = constants (i,j = 1,2,...,n);

P; = price of commodity i;
E = total consumption expenditure; and

Py.q = an aggregate price index.**

*Extended linear expenditure system.
**Deaton and Muellbauer (1980) derived this index as

InPing=a, +ZapinPp+(1/2) Z L v, InPp In P;
k kR Jj J

but they propose simplification to In Pinq = Z wp, In Pp,. This will be subject to further examina-
tion using Japanese data before being employed in the model.
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Constraints on parameter values are as follows:

for adding up,
2v.=0
iY

for homogeneity, and
Y = Vi

for symmetry.

The following consumption-commodity groups will be used: consumer durables
(produced by the modern manufacturing sector); cloths and clothing (produced by the
textile industry); processed food and miscellaneous goods (produced by traditional indus-
try); transportation, communication, electricity, and fuels (produced by the modern ser-
vice sector); other services (produced by traditional service sectors); agricultural products
(rice, vegetables, etc.) (produced by agriculture); and housing.

The following forms of income class will be used in the analyses: urban unskilled
labor; urban skilled labor; rural labor; and rural landlords and urban capital-income earn-
ers. Landlords and capitalists are considered in the same way because many landlords in
Japan were absentee landlords living in urban areas, and many did indeed become capital-
ists by investing in the nonagricultural sectors.

Saving ratios are taken from the historical data year by year because of the difficulty
of endogenizing them through intertemporal optimization. The only system that uses
endogenous saving ratios is the ELES: the saving ratio in this system is determined by the
supernumerary income ratio and the marginal propensity to consume (assumed to be fixed
at the ratio of the personal discount rate to the market interest rate). This is a very useful
feature for short-term or cross-section analyses. For long-term simulation, however, the
assumptions that the marginal propensity to consume and the amount of basic minimum
bundles are fixed must be subjected to careful examination. If these assumptions do not
seem to hold, the endogenous saving feature could do more harm than good. This is why
the ELES has not been chosen as a system for the base simulation, although use of its
modified version has not been excluded for future work, especially for the dynamic study
of demand.

3.6.2 Demographic Variables

It is important that the links between demographic and economic features be in-
cluded in the present model. One of the more important such links exists in household
consumption demand: the different demographic characteristics of households are very
likely to affect their patterns of demand. The demographic features concerned include
number of family members, number of children, and age and sex of family heads, etc.
There have been some promising attempts to incorporate demographic variables into both
complete demand systems such as LES or QES (quadratic expenditure system) (see, for
example, Pollak and Wales, 1978) and flexible systems.
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With AIDS, however, some demographic variables can be incorporated directly into
the demand equations in the following manner:

A ind)

Wl =, + Ty, InP,+B; In(ED /KN P
i
where h is the household index and the new variable k1 is interpreted as some measure of
family size; thus /h/kP would be, according to Deaton and Muellbauer (1980), the “needs-
corrected-per-capitaexpenditure” level.

3.6.3 Dynamic Features

There is no denying that the static consumption specification described above has a
very serious deficiency in that, by definition, it ignores all dynamic aspects. For example,
it would be misleading to consider the purchase and the consumption of consumer dur-
ables to be one and the same. One must also consider habit formation effects, or “inven-
tory” adjustment behavior, as well as changes in taste over along period. Part of the reason
many econometric studies reject homogeneity or other assumptions derived from con-
sumer theory may be because these assumptions ignore such dynamic features.

In the first stage of this case study, however, only changes in taste over the long run
will be taken into account. The trend change of parameters is specified in the following way :

X=X +Xl.(t)

In other words, X (which can be any parameter) is decomposed into the base-year value
X;., and the time-related trend value X;(#). X; can be positive or negative.

3.7 Relations with the Rest of the World*

3.7.1 Exports

There is no doubt that exports have played an important and active role in Japanese
cconomic growth.** As a resource-poor country, Japan has to import raw materials and
export manufactured goods. As described in detail in Section 2, however, the actual com-
position of trade kept on changing during the period studied; exports started with raw
silk in the early Meiji period, then later other textile exports increased, and finally from
the 1920s on, the export of machinery and other heavier industrial products began to
show a distinct rate of increase. It is also noteworthy that all these upturns in exports
were preceded by import-substitution phases.

This brief review clearly shows that a mere ““vent-for-surplus” specification is not
enough for a model of Japan, much less for the exogenous export component. I propose

*Taiwan and Korea came under Japanese rule in 1896 and 1910, respectively. Even for the period
under Japanese rule they are considered as part of the rest of the world, thereby making trade with
them a part of total foreign trade (see Section 3.7.4).

**There has been a long argument as to whether Japanese economic growth was actually export-led.
The argument is inconclusive, but Dohner (1979) suggests that in pre-World War If Japan growth
was export-led, and that in post-World War If Japan export was export-price-led in the sense of
Cave’s definition (Cave, 1971).
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therefore to use the Armington specification (Armington, 1969):*
J W o
X, ex /. . i
EX, = C{ - (WI),(P;™ [t - )"
where

FEX; = exports of sector i;

C¥ = constant for this sector;
(WT); = total amount of world trade of goods from this sector;
P;-'ex = Japanese export price for sector-i goods;
th = world price for sector+ goods;
nlw = the elasticity of substitution in the world market** for sector+ goods; and

T = exchange rate.

This is a logical specification to use because of the divergences, shown in Figure 2, be-
tween domestic prices, export prices, and world prices that are apparent in the pre-World

| Domestic price ,—\ 2
- — = Export price ! ‘\
==+« |mport price ! \\
ses.e00. World price ! \
(in yen) ! \
\Q
/. a~—om? -
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FIGURE 2 Domestic, export, import, and world trade price indexes for manufactured goods (seven-
year moving average). Source: LTES (1979).

* Accounting consistency is maintained by assuming government trade arbitrages. Qther specifications,
such as the use of hypothetical composite goods made up of imported and domestically produced
goods, will be used in future work.

**This elasticity of substitution comes from the Armington CES specification for utilities that can be
achieved by consuming products of the same kind but of differcnt origins, ¢.g., clothes from the UK
and clothes from Singapore.
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War II period. Also, by studying the movement of prices of each product, it can be seen
that, during the period 1900--1930, domestic prices increased (on average) for food prod-
ucts and decreased for ceramics, chemicals, metals, and textiles. These changes were
passed on to export prices. On the other hand, import prices increased for ceramics and
machinery, and decreased for chemicals, food, and metals (see Table 3) during the same
period.

TABLE 3 Percentage change in prices of various goods in Japan between the
1900s and the 1930s”.

Average price change

Increase (= 10% Average (< 10% above Increase (= 10%
above the average) or below the average) below the average)
Domestic prices
Wood products Machinery Ceramics
Food products Chemicals
Miscellaneous Metals

Textiles
Export prices
Wood products Machinery Textiles
Food products Metals Miscellaneous
Chemicals Ceramics

Import prices

Ceramics Textiles Wood products

Machinery Chemicals

Miscellaneous Food products
Metals

450urce: LTES (1979).

From this table, it is apparent that ceramics, textiles, and machinery experienced
price changes favoring exports, while food and wood imports were bound to increase.
Taken in conjunction with this, calculations of the world price and total world trade (an
approximation for world demand) would determine the export of Japanese goods. It is
easy to introduce complexity by considering the formation of the yen-block with differ-
ent elasticities for each of the yen-block countries. But for the present purpose, it should
be enough to consider these purely economic factors only.

3.7.2 Imports

Imports can be viewed as a mirror-image of exports in the sense that they are goods
demanded by Japan from the rest of the world. In developing countries, there are many
goods that cannot be produced domestically but that are needed to maintain and expand
the economy. These are called noncompetitive imports. In the present work they will be
treated as a function of total output and the Armington specification will not be used.
For competitive imports, i.e., those goods that can be supplied from within the country
but are nevertheless imported, the Armington specification is employed.
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For noncompetitive imports
NC _ W FNC
M —]ZaOJ.QjPO (1 +77)

Here a,; (the input—output coefficient) can vary over time, and should do so for a long-
term analysis. Also, it is possible to divide a,; into the sectors of origin, e.g., using a,;;
for the noncompetitive imports of good i to sector j, for the post-World War Il period.
tF'NC is the tariff rate on noncompetitive imports.

In general it is assumed, for the periods concerned, that raw materials and interme-
diate goods are noncompetitive. Competitive imports are therefore finished products
(consumer goods). The specification of competitive imports is

w
C_ M. .rn.pW FC £
ME=C-D- (- PY[1+ S 1/P)

where
D; = total domestic demand;
Pl.W = world import price;
P; = domestic price;
t(FS = tariff rate on competitive imports (see the second footnote, p. 117);
and
£W = elasticity (see the second footnote, p. 126).

Then the trade deficit is

D=3 PY TM{ +MNC — 3 Pl gy,
L

which is defined as foreign saving

D o FS
This assumes that the trade deficit is covered by some means of foreign capital inflow,
which was, in general, the case during the period studied. This aspect is briefly mentioned
below.

3.7.3 Capital Movements

Capital movements are treated residually or exogenously. It is not that they were
unimportant. On the contrary, despite the general belief that they were unimportant for
Japan, Yamazawa and Yamamoto (1979) found that growth is accompanied by significant
increases of capital inflow to finance the excess demand (see also Key, 1970). But for
present purposes it will be taken as residually determined from the current deficit, because
the sum of long-term and short-term capital inflows more or less offsets the current deficit
every year. Other capital flows are taken as exogenous because of their one-shot nature,
for example, war reparations.



Modeling dualism in Japan 129

3.7.4 Taiwan and Korea

Even though Taiwan and Korea are treated as among the “rest of the world” in the
present model, it is probably worthwhile to review the roles they played in forming Japa-
nese trade patterns, in anticipation of future studies. Trade with these two countries in-
creased rapidly after they came under Japanese rule, but they were given very different
roles from the Japanese point of view. Taiwan was regarded as a supplier of food and raw
materials to Japan and therefore always had a positive surplus in trade with Japan. Korea,
in contrast, was given the role of a market for Japanese products, with the exception of
rice exports to Japan during the period 1918—1930.* Trade with Taiwan and Korea also
differed in that only yen were used as payment; there was no incremental demand or sup-
ply of foreign exchange.

3.8 Government

Many government activities have already been studied in the sectors for production
and investment, e.g., the railways, power generation, government factories, etc. The
remainder of the government activities, which are considered as exogenous, are as follows:
nonmilitary government consumption; nonmilitary government investment (general infra-
structure, agricultural investment, buildings, furniture, natural disaster reconstruction);
transfers to households; subsidies to various private sectors;** transfers to the rest of the
world; and military expenditure ***

Therefore, government expenditure is represented by

GE=SPCG,+ W, +STH, +30,+MIL + Gl +FT
i h '

T i PRIV
where
G% = total government expenditure;
P{ = purchaser’s price of sector- goods;
G; = purchase by government from sector i for consumption or investment
(not included in G PRIV
W¢ = wage bill of the government;
TH,, = government transfer to household of labor type k;
O; = subsidies to sector i;

1
MIL = military expenditure;

GII;RIV = all current and capital expenditure made by the government for railways,

ships, government factories, power stations, etc. (endogenous); and

FI = foreign investment.

*This was a typical forced famine export. As described before, this had various socioeconomic
implications for Japan itself. It stabilized the urban unrest caused by higher food prices, but at the
same time it accelerated the decline of Japan’s agriculture through competition by offering food at
lower prices.

**This includes trade arbitrages by the government.
***There are various interpretations of the economic contributions of military expenditure. 1t is sim-
ply assumed here that it is nonproductive spending, synonymous with consumption.



130 H. Shishido

Infrastructure and agricultural investment are assumed to accelerate the underlying
Hicksian neutral technical progress.* Government revenue (GR) has a more complicated
form, but a more straightforward interpretation:

e
G—ZZtWLL +ths +tl tAr il tl\C

v ri rt

id s L L 5 S WS ¢ T u
+i, WG+§:PI.11. Qi+"[_1' Wl. Lz'+"ty wl. *Si+txxs+tqu

>3 2PV 1NCa,, 0 rexpy (S MEr+ F

The terms inside the square brackets and r,, W; are what employers have to pay:
social security contributions and profit tax. The next term, ¥; P; t‘ ;. is indirect tax,
where applicable. The following two terms are income tax for unskllled and skilled work-
ers (agricultural labor is considered unskilled and paying very little, if any income tax).
The next two terms, £, x, and 3 X, , are agricultural and urban land tax, respectively.
The next two are tariff income for noncompetitive and competitive imports, and F' is the
exogenously given foreign capital inflow **

Finally, government saving (GS) is given by:

GS=GR—G§:

3.9 Housing and Urban Land

A simple framework for studying housing demand and housing investment is pre-
sented here. The land-availability constraint is imposed only for urban areas. A flat urban
rent will be assumed as in Kelley and Williamson (1980). The incorporation of nonzero
sloped urban rent gradients is possible, but only with the help of highly unrealistic assump-
tions. This, therefore, will not be attempted in the present work.

In the case of flat rent gradients, the size of urban areas (supply of urban land) has
to be either given from the equilibrium of demand for urban-use and agricultural-use land
or given exogenously .

*From the point of view of the general equilibrium framework, however, these are very difficult
items to assign to any specific sectors, even for agricultural infrastructure, because infrastructure
investment would influence all sectors, albeit unevenly;e.g., to say that “*harbors” are capital stock
for manufacturing or that rural roads are capital stock of only agriculture is likely to introduce an
unwanted bias into the whole picture. It has been assumed therefore that these infrastructure
investments affect the product augmenting technological change. Therefore, for example, assum-
ing GI; to be government investment in area /

A; = A(Gly, Gl 1)
Aj, > A, 20 for i = urban sectors
Aj, >4, 20 fori = agriculture

where A;,, = partial derivative of 4; with respect to the kth argument.
**The possibility of part of F being new debt caused by consumption is disregarded.
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From the rental flow accounting equation for urban housing:*
0, - 4, K05 X4
the housing price is derived as
min (rC9 KCy + rx9 x9)
Then
TP, = A} - (59)-69(1 — 59)-(1-ﬁ’)(rcg)ﬁ’ (,Xq)(l-ﬁ’) ‘0,
where TP, is the price of the total housing, setting

TPQ/QQ =P,
and
Al 59-69(1 — 59)'(1'39) - A:
9 9
giving

=7 8 .8
P9— s T'eo rx9

From the AIDS demand function
wy =P Q [E=0a,+ f} Yoes lnP}. + B, In(E/P, ;)

Demands for structure and land (D denotes demand) are

P
2.9, = KCD
r
Co
(1 - ﬁg)Pg D
, Q5 =X,
X

9

Assume ry (—1) and r¢o(—1) are equilibrium rates of return in the previous period,
which give the housing cost as Py(—1). Then, migrants and the natural increase of the
urban population during the previous period increase the demand for housing. The depre-
ciation of the housing stock decreases the supply, in the absence of new investment,
which in turn raises the housing price.

The supply side of housing, which remains the critical unknown among urban econ-
omists, will now be considered. However, this will be done in a very straightforward

*This could be a misspecification because most empirical studies seem to indicate elasticities of factor
substitution in the neighborhood of 0.5 (Muth, 1968; Del.eeuw and ¥kanem, 1971). This function
may have to be altered to a CES should further examination of the data demand such a change.



132 H. Shishido

manner, It will be assumed that housing structures are completely malleable; urban land is
given exogenously to housing investors’ decisions; urban landlords invest in housing struc-
tures that everybody rents;and landlords are more risk-averse in their investment behavior
than the rest of the investing population.

Landlords invest in housing structures if the rental stream will give them higher
expected rates of return than the expected rate of return on other investment opportuni-
ties. This expected rate of return (iN) is assumed to be lower than the average of all capital
returns owing to the risk-averse nature of landlords. The expectations of rents formed by
landlords are also simple and myopic

r=r=l) D) = r(-2)]
where the subscripts and superscripts are omitted. Then the condition

(FooKy +7, Xo — TKC,)/T B (P, KC,) +P x,

must be fulfilled if landlords are to invest in housing, assuming that their expectation of
structure lifetime is fairly long. Here

T = maintenance cost;
B, = cost of building urban housing structure; and

P, = price of land.

However, because ?X9 [i ~ P, , this can be reduced to
(Feo =TT 2B, P,)

where
B, (Pg) = B(P . KCy)/KC,

Therefore, the construction of new housing will continue until
(FC‘? — M0 = By ()

in other words , until all demand is met by the existing supply. Thus, at the end of every
period, migrants move with the expectation that land and structure rents will be the same
in the future as during the last period, and landlords invest in housing structure in accor-
dance with their expectations concerning rents and other profit opportunities. The result-
ing supply and demand determines the rents for this period.

This investment in housing is assumed, for the pre-World War Il period, to be financed
by the landlord’s own saving or borrowing from family members, thus avoiding the prob-
lem created by the assumption that  is less than the market rate of interest. For the post-
World War Il period, however, the specification changes so that housing investment com-
petes for funds with other investment opportunities.
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The supply of new urban land, on the other hand, is determined by ex post compari-
sons between the agricultural rent and the urban land rent during the previous period.
Thus the land rent is determined by two derived demand functions -- one for agricultural
land and the other for urban land; alternatively, the three equations

Xe = Pyl =67 — 6307
X5 = Pyl =600y "1y

r =r
X X
8 9

could be used to calculate the allocation of land between urban and agricultural users.

3.10 Human Capital Investment

There are three ways for an economy to invest in human capital. One is through
formal schooling, which enhances the general level of human capital for the whole econ-
omy. Another is on-the-job training where workers pay — known as “general training”
hecause they could subsequently use the training in other firms. Still a third way is on-
the-job training where the cost is covered by employers because of the firm-specific nature
of the training.

In the present model it is assumed that all formal schooling is paid for by the gov-
ernment and that all on-the-job training is firm-specific.

In the modem sectors, both unskilled labor and skilled labor receive specific train-
ing. First the firm has to pay T; (hiring and training costs) for every unskilled laborer,
which the firm gains back as increased productivity, unless the laborer quits. Hence the
specification of the user cost of labor in Section 3.4 is

_ L
L=+t )W +bT,

Skilled laborers are trained from the unskilled, depending on the rate of return on
“skill”. For new investment, the required skill can be written as

(3u/34°); * (DD,)
where

DD;

(ou/dq e)i

expected excess demand in sector i; and

efficient skill—output ratio in sector i (from the ex ante production
function).

Next, it is assumed that ““skill” is movable within a sector among various vintages. Each
vintage would require amounts of skilled and unskilled labor that would equate their
costs to their marginal productivity, given the capital stocks:
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__ € —_
PREQ, /35,0 =af.  Pf@Q,foL,)=1If

The required “amount of skill” in each vintage can be obtained by solving these two
equations for S,; and L ;. Then the total new skill requirement for sector i during a given
period is

e e N * S N A
DSi = (aul.laqi)DDi + v§1 Sw. —(1—28>) sz Sw.(—l)
where

S:‘,- = the value of S from the solution of the two equations above;
S‘;\,-(—l) = the total amount of skill employed for vintage v in this sector during the
previous period;
N = the vintage of the oldest machine in use during this period;
N(—1) = the vintage of the oldest machine in use during the last period; and
88 = the rate of retirement of skilled laborers.

The cost of skill training is assumed to be the price of the capital-intensive service
sector. Thus, the intended investment in skill is

e _ e e e
IS_PS [DSq +DS~2+DS-51

However, skill training must compete for available funds with productive investment.
Therefore the final actual investment in skill (Ig‘) is

A _ AN LS e
1S = SAVIS/(IS + 3: ]ZII.].)
where

i=KE,;
j = sectors; and
SAV = savings available for skill and productive physical investment (= SAV,y, —

1 housing)‘

3.11 Savings

Some authors have recommended that propensities to save from various types of
income should be exogenously given, rather than determined by intertemporal utility
maximization. Even this simple specification of exogenous propensities would have an
adjustment effect on total saving if the propensity to save from capital income became
higher than that from wage income because of any change in functional income distribu-
tion. It might make more sense, in any case, to assume a more explicit mechanism. It will
be assumed therefore that the propensity to save from capital income varies with the rate
of return on capital in the previous period. Thus, the ratio of saving out of capital income
from sector i is given by
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S = sk.i[rﬁ.,’(Al): rc.,'(—_l)]
and

dsy.;/0rg. (1), sy ;lore,;(—1)>0

4 CONCLUDING REMARKS AND PROPOSED FUTURE MODIFICATIONS

The purpose of this paper was to describe an applied general equilibrium model for
analyzing Japanese historical experience of urbanization and economic growth in a dualistic
framework. Most of the characteristics of Japan’s dualistic growth stated in Section 2 are
captured in the model described. A dualistic, or rather, a differential wage structure is in-
corporated in the wage determination through the minimization of labor cost which consists
of wages and training costs lost through staff turnover. The fact that the average agricul-
tural income is assumed to influence the rate of turnover in the model is not unreasonable: it
can directly explain wage movements in those sectors which depend greatly on the agricul-
tural sector as their source of labor, and consequently the whole urban wage structure.

The existence of investment spurts and long swings in growth patterns is captured
by the determination of investment through myopic-expectation formation on the part of
investors. The sector-specific investment determinations reproduce the unbalanced growth
path of the post-World War I period when the boom was largely confined to heavy indus-
tries. After modifying the closure of the model to exogenous investment, the real wage de-
crease during the boom can also be captured - this is a forced saving scenario (see below).

Demand-oriented rural—urban migration is partly captured by using the nuinber of
new jobs available in each urban sector as the weight in forming the expected urban
income. This expected urban income is used, in the manner of Harris and Todaro, to
determine the flow of migrants in each year.

The model as it stands is rather large and complex in that it has a vintage structure
for production, five production factors (capital equipment, capital structure, unskilled
labor, skilled labor, and land), expectation-determined investment, and sector (technol-
ogy)-specific training costs determining wage structure. The complete estimation and
simulation of the model would be a great challenge to any model builder. However, there
are certain aspects important in studies of developing economies that are insufficiently
developed or missing from the version of the model presented here.

Among modification and extension possibilities, the more urgently needed changes
are: the incorporation of more demographic aspects, especially more elaboration on the
specification of rural- -urban migration; the use of the concept of forced saving; and the
endogenizing of training costs.

In order to incorporate selective migration arguments, some discrete choice specifi-
cations could replace the migration function used here. One way, but certainly not the
only way, to do this would be to estimate earning functions in urban aieas with such
human attributes as age and education as independent variables in the logit framework.*

*The use of an ordinary conditional logit is enough here for the assumed simplicity of decisions: to
migrate or to stay. There are no alternative destinations once an individual decides to migrate; he/she
just goes to an “urban area”. If there is more than one homogeneous urban area assumed as a possible
destination for migrants, nested logit or probit methods should be employed to avoid the “indepen-
dence of irrelevant alternatives” problem.
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The utility a person gets is simply a monotonic function of this earning, and then the
probability that an individual migrates (P,,,) is given by
P, =exp UlE“(AGE,AGE? ED,SEX )| KexpU|EY(AGE,AGE* ED,SEX)] + exp U(E™)}

T

where

U(+) = assumed utility function;
Ei(+) = earnings in area i (i = urban, rural);
AGE = age of potential migrants;

ED = education of potential migrants; and
SEX = sex of potential migrants.

There is no reason to believe the ex ante saving desire is equal to the ex ante invest-
ment desire, since these decisions are made by different individuals. Ex post saving and
investment, however, are equal by Walras® Law. How, then, is this equality realized in
practice? Most neoclassical models, starting with the Solow -Swan--Meade model, assuime
that saving is the constraint on investment or that saving behavior determines investment.
But another possibility is just as plausible: the desire to invest forces savings to equal the
desired investment. This forced saving is most typically implemented by lowering the real
wages of workers, for example, through inflation during a period with a nominally fixed
wage rate. This presupposes a higher propensity to save from capital income. Similarly,
the increase in the consumption demand of capital-income earners can shift the income
share more favorably to capitalists.* In Japan, real wage increases have always lagged be-
hind productivity increases during economic upswings, making the scenario of forced
saving highly likely.

The allocation of unskilled labor in this model is strongly influenced by exogenous
sector-specific training and hiring costs; these determine almost the entire wage structure
of urban sectors. This might be more rigid than necessary. In addition, the underlying
assumption that these training and hiring costs are actually technology-specific makes it
imperative that these costs are endogenized. That is, it may be assumed that the higher
the capital—labor ratio, the higher the amount of training needed. This is a plausible
assumption, and it is intended to carry out a closer study of post-World War II data to
find numerical evidence for an explicit specification of this training-cost function.

Efforts are being made to solve the full model** and make it operational, and to
incorporate the extensions mentioned above. At the time of writing, a simplified version
of the model described here had been solved using 1960 data. Some sensitivity analyses
and comparative statics have also been carried out. The vintage structure seems to make
the model solution relatively insensitive to minor disturbances in parameter values in a
static framework, although this requires further testing. Thie change in macro adjustment
mechanisms, however, has a strong impact on the solution obtained; shifting the method
of closure from neoclassical endogenous investment to the Cambridge exogenous invest-
ment has had the largest impact so far, especially on the distribution of income. The cali-
bration of the full model will be attempted after more data have been collected.

*See Keynes (1930) or Kaldor (1956). It is referred to as a “widow’s cruse” type of distribution of
income because capitalists’ income never gets depleted however much is consumed.
**Making the full model operational would not be impossible for the post-World War I period, but for
the pre-World War I period certain simplifications would be needed.
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MODELING ALTERNATIVE SOCIOECONOMIC MECHANISMS

Boris Mihailov
International Institute for Applied Systems Analysis, Laxenburg (Austria)

1 INTRODUCTION

The analysis of changes in real-life systems requires the simulation of various alter-
natives in the behavior of the systems analyzed. Estimating these alternatives with regard
to some preliminary goals or stipulated conditions can lead to improvements in the
analytical technique and in the specification of the goals or conditions.

Using this approach, the economic mechanism in some centrally planned economies
was analyzed (Mihailov, 1973, 1974). Despite the theoretical nature of the models used
in this analysis, the conclusions drawn about the underlying economic mechanism were
later explicitly confirmed in practice.

This paper describes the analysis of changes in an economic mechanism based on
a set of working, computerized models, the main elements of which, appropriately ad-
justed, were solved at the International Institute for Applied Systems Analysis (IIASA).
These were an optimization input-output model, based on the nonoptimization version
developed by Nyhus (1980) and an equilibrium model designed by Mihailov et al. (1980)
(the generalized version of this model was developed for the Swedish economy by
Bergman and solved by Por (see Bergman and Pér, 1980)).

Initial difficulties in solving the models made it necessary to work with a very
aggregated form with only eight sectors, two of which admitted competition and inter-
national trade; in these two sectors only local optimization was analyzed in the equi-
librium model. However, this proved sufficient to describe the influence of each sector
on all the others, making it possible to use the solution procedure in the general case
of competition and local optimization. These difficulties were also encountered with
the models to be solved in a static form for a given year. Nevertheless, by analyzing the
development of the economy in comparison with a base year, it was possible to treat
the behavior of the economy and the economic mechanism dynamically.

Despite the restrictions imposed in solving the models, the conclusions are the
same as those drawn from theoretical models, which shows the efficiency of the proposed
approach for the analysis of changes in economic mechanisms.

Section 2 of this paper outlines the structure of the model system for a centrally-
planned economy in the period prior to the 1960s. Section 3 describes the different
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strategies followed in the same economy after economic reforms in the mid-60s and
discusses the implications of these changes for the model system. The simulation of
future changes in the economy is examined in Section 4, while Section 5 presents the
main conclusions.

2 THE ECONOMIC MECHANISM BEFORE THE INTRODUCTION OF REFORMS
2.1 Adequacy of the Models

The most appropriate device to analyze the economic mechanism before the
reforms were introduced is an optimization of economic development based on an input—
output model*

X = AX+Y (1)
where

X = total production volume,
A = coefficient matrix, and
Y = final consumption.

The final consumption is made up as follows
Y=G+C+K+Z—-M+AK )
where

G = governmental consumption,
C = household consumption,
K = capital investments,
Z = exports,
M = imports, and
AK = capital stocks.

Some components of the final consumption can be forecast in terms of demand
functions, for example, in terms of household consumption

Ci = f(w’PlD)P'Zny---’PnnyAw’t) (3)
where
W = household income (wages),
PP = domestic prices for goods 7, and

t = time.

* See Nyhus (1980) for the use of an input—output model for forecasting.
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Turning to exports

E; = f(FD,P* PP) (4)
where

FD = foreign demand, and
PYE = international market prices.

The demand for capital can be defined by

K = rX, X =Y KX, (5
i

where

r = coefficient,
X = output, and
k; = distribution lag.

The separate sectors can be described in terms of price equations summing the
input-output table by columns

n

P =Y ayPPX;+ W+ 11 (j=1,2,...,n) (6)

i=1
where
P; = price of product,
T, a; PP X; = material costs (z;; = input coefficients),
W; = wages (W; = Z[_, w;; X; and wy; = labor coefficients), and

I1; = profit element in the price.

The relationship between egns. (1) and (6) can be expressed in terms of intermedi-
ate product and the material costs

n n
Y aPPX; = ¥ agX; (7
i=1 j=1

and also in terms of the final consumption and the new value

YYi= YW+ (8)
i=1

i=1
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2.2 The Optimization Phenomena

This problem has essentially never been solved in practice for the development of
a national economy. The scheme suggested in Figure 1 is closest to the specific features
of the input-output model used but also contains features suggested by planning ex-
perience.

It is obvious that for the balanced overall development of the national economy, as
described in eqns. (1) and (6), some restrictions on individual sectors must be imposed.
In this way local optimization of each sector can be performed and the influence of the
local optima on the relationships at a central level can be analyzed.

The most suitable model for the optimization of individual sectoral development
is one of the mixed-integer type, which minimizes the production and social costs

m T;
Y |exi+ X (i +si)zi| > min %)
i=1 k=1
where
¢;x; = present production costs of producti (i = 1, 2,...,m),
T; = possible technological alternatives for product i,
Pi. = production costs of alternative k and product i,
$;r = social and other costs of alternative k and product i,

Z;, = azero-one constraint, and
Tl zp < L.

Solution of the model is subject to the following constraints:
(i) Mixed-integer constraint on production volume

N m Ti
xming ¥ (x,- +Y z,-kA,-k) < xmax (10)
i=1 k=1

where A;, = capacity of alternative k and product i.

(ii) Capital investment constraint

T
Y zZipfi SK™ (1

i
i=1 k=1

M3

Kmin <

where f;, = capital investments for alternative k and product i.
(iii) Constraint on labor resources (wages)

o

Wmi“ < ZipWik < pmex (12)

1

M3

-,
1

—-

a
1

where wy;, = wages for alternative k and product i.
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(iv) Constraints on other primary resources

.3

m
Uming Y Yz, S U™ (13)
] k=1

—_
U}

where u;;, = use of other resources for alternative k and product i.

The local optimization model was used for the analysis of two sectors only, for the
following cases: substitution between input resources and substitution between input
factors (labor and capital); substitution between domestic and imported goods and alter-
natives where environmental-pollution problems were involved.

The analysis of the influence of local optimization on interdependences at a central
level showed the following:

1. When one balances the production volumes (using changed technological coefficients
that result from local optimization), one must change not only the direct, but also the
indirect costs and efficiencies according to some exogenous final consumption. This
shows that performing local optimization does not eliminate the need for global opti-
mization.

2. The need for global optimization requires that not only the chosen (best) alternative
at the local level but also all other possible alternatives have to be estimated at the
central level.

3. Global optimization must be performed simultaneously with the derivation of the new
level of prices for the planning year (as a function of the changed production costs).

It is apparent that the global objective function must be connected with the maxi-
mization of the final consumption for some given period ¢

n n n
Y vl = a;b;x} > max (14)
t=1 t=1 i=1

where

a; = assortment coefficient for goodsi(f =1,2,...,n),and

b; = consumption per capita of goods i.

The model cannot be solved directly because the volume and structure of the final
consumption must be forecast and their values are connected with a unique level of wages
and volume of intermediate products. Therefore the objective function is transformed
into minimum direct and indirect production costs by the exogenous volume and struc-
ture of final consumption and employment (see Figure 1)

M
3

il
[y

S Xip = min (15)
1

il

i k

where §;, = direct and indirect production costs for product 7 and alternative k.
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The solution of this model is subject to the following constraints:
(i) Constraints on the volume and structure of final consumption

T,

Y! = a;Fh, (16)

1

‘™

1l
—

i k

where Fy, = total volume of final consumption of good 7 and alternative k.
(ii) Constraints connected with the substitution of final products

~

™M=

Yf = (a7 Y7 +9:,7) (17)
i =1

"
-
a

where v; = substitution coefficient between i and 7 products.
(iii) Constraints on employment (and therefore on wages)

T n T; n
L X=X Y wiNhp =Y X wh (18)

1 k=1 i

n

1

ko
L
x
i
KA
W
N
x
1l
n

It is obvious that the problem of commensurability between different technological
alternatives (according to production costs) is also a problem of the type of prices (the
production costs are a result of the price levels of the resources used). This problem has
been solved theoretically by Mateev (1963) who proved that only those prices which con-
tain an element of profit that is proportional to wages are commensurable. This is because
current material costs can be measured in terms of the working time needed for produc-
tion in the past, i.e. in terms of wage expenditures.

Thus, if in the price equations

M

[,jD = ainj+ WJ+H] (19)

1

the direct and indirect production costs are given by
n
Z a,-ij + Wj =S5
i=1

and if profit, as a percentage of wages, is given by
Hj = )\W] = QS]
then the following type of price is derived

PP = 5;+QS8;=(1+\)S; (20)
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that is, the prices are proportional to production costs and can be derived as a function
of production costs

PP@) = f[S)0)] 1)

and will not make the production costs and efficiency lopsided when the different tech-
nological alternatives are compared.

This approach requires that the gain realized from the minimized cost, in com-
parison with the basic state of the economy, be transformed into an additional volume of
final consumption, which is subject to forecasting

n n n
2 a;PPx} + th") - (ZaijPiDXj*t + Wi*‘) =AY (22)
i=1 i=1 i=1

where

to = base year,
given year studied, and
optimal state of the economy.

~
I

il

This indirect way of maximizing the final consumption is adequate for planning
practice and describes economic development dynamically, even though the model itself
is static (it was not possible to use the purely static model to optimize the “consumption-
accumulation” ratio for a long period).

Hence the optimal state of the economy can be expressed in terms of production
volume, level of prices, volume of resources, level of wages, volume of consumption,
employment, and capital investment

X PP XF WY NY and K* (23)

2.3 Stimuli and Incentives

In this analysis, economic stimuli are always connected with the contribution of a
given sector to increasing overall efficiency (reducing expenditure) in comparison with
the base year

m m
Y a;PPXpo + w,-to) —( Y a;iPP X} + w,-t) = AG (24)
i=1 i=1

where AC; = total gain, and the increase in wages is dependent on the increase in total
gain

w = AC/AW, (25)

where w = a coefficient.
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The problems of stimuli and incentives have to be analyzed separately at the plan’s
development and fulfillment stages. At the development stage (based on a given coeffi-
cient w), the increase of wages W; can be calculated in terms of the local optimization
represented by eqns. (9) and (10)-(13). But according to the scheme in Figure 1, after
each iteration all the indicators listed in (23) will be changed by the center® which shows
that the level of those indicators which are subject to local optimization does not depend
on the sector.** As regards labor resources, these must also be changed by the center,
thus making it necessary to change coefficient w as well. Hence, no objective basis exists
for the estimation of the sector’s contribution. That is why the final level of w has to be
derived from the prescribed planning targets.

At the fulfillment stage of the plan, there exist various possibilities for different
sectors to fulfill the planned target, giving, respectively, AC,-' < 100%, AC; = 100%, or
AC}' > 100%.

Under these conditions, nonfulfillment of the plan by one sector causes nonfulfill-
ment of the plan by the sector-users, which creates conditions for justifying the nonful-
fillment in terms of objective circumstances. This forces the center either to reduce the
coefficients of the sectors which have not fulfilled the plan to 100%

ie. from w' = AG/AC to w = AG/AC; (26)

or to reduce the coefficients of the sectors which have overfulfilled the plan (w > 100%)
to 100% plus some minimum amount (in order to compensate the losses from eqn. (26))

ie. from w" = (AC//AC)) to w = (AG/AC;)+ min AC; (X))

In both cases, the real level of fulfillment of the plan serves as a basis for the
development of the plan for the next period.

This mechanism for estimating a given sector’s contribution creates incentives for
the sector to conceal its true production potential at the development stage in order to be
able to fulfill the set target more easily. Thus the information passed from local to central
levels can be inaccurate, which in turn forces the center to prescribe very high (often
unrealistic) planning targets (see Figure 2).

24 Basic Conclusions

Conclusions can be drawn both from the models used and from the mechanism of
contribution estimation, and can be formulated as follows:

— Local optimization is useless from both the planning and the stimulation points of
view; in this respect, the convergence reached in some theoretical works between
central and local levels is merely a formal convergence.

* ““Center”, here and elsewhere, implies a single coordinating planning body or set of bodies at the
central level.
o “Sector™, here and elsewhere, also implies an enterprise.
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— The sectors have built-in incentives to conceal their true potentials at both the
development and fulfillment stages of the plan.

— The responsibility for negative results always rests with the center because of un-
realistic feedback and the practical impossibility of developing a balanced plan for
all products and product mixes, which in practice may number as many as 10
million.

— The economic mechanism should ideally be absolutely centralized; each decentral-
ization leads to negative results in the economy as a whole because of the mono-
poly position of the producers.

3 THE PRESENT ECONOMIC MECHANISM
3.1 The New Alternative

This alternative strategy appeared in the mid-60s as a series of economic reforms
involving a combination of both centralized and decentralized management. Its main prin-
ciples may be expressed as follows:

— Independence in decision-making at a local level according to the available produc-
tion volume and structure, within some constraints;

— Flexible prices within some limits;

— Increase of production to be financed by the income and credits of the given sector,
to be realized by increasing profit margins in prices (exceptionally, some subsidies
can exist);

— Sectoral income to be regulated by taxes in order to ensure equal potentials for all
sectors and to serve as long-term stimulants; and

— Wages to be regulated by uniform and long-term standards connected with the
sectoral incomes.

3.2 Effects of the Reforms on the Model System

Before analyzing the behavior of the economy at the two levels it is necessary to
say that the models represented by eqns. (1)-(8) are still used in practice but that now
the prices contain different profit margins based on the value of the installed capacity in
each sector. The sectors’ behavior can be described by a model for profit maximization
that includes the economic tools mentioned above
T;

a,-,-P,-DXj-i- WJ+ T:,+CJ+ Z (pik +sik)zik]] = Hj—>max (28)
k=1

m
i=1

where

; = price of productj, bounded in such a way that 17, > P >F,
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S; = subsidy connected with the production volume: S; = WX (where ¥ = a coeffi-
cient},

W; = wages depending on the profit: W; = wil;,

T; = taxes on the profit (or on the income): T; = pIl;,

O
§

= payment of interest for credits: ¢; = hKj.

(For definitions of the other symbols see eqn. (9).) The solution of the model is subject
to eqns. (10) and (11).

An analysis of the above economic mechanism will now be made for the central and
local levels and at development and fulfillment stages of the plan.

3.3 Analysis at the Development Stage of the Plan

If, on the basis of a forecast, the center prescribes the above economic tools in a
common way to the sectors

Fjaijij: Xj,\paws B’ and h (29)

it is obvious that it is possible to reach an equilibrium in the economy in terms of local
optimizations (eqn. (28)) when the variables have marginal values

— n =

where the double bar denotes a marginal value.

On the other hand, only egns. (1)-(8) and (14)-(18) can be used by the center for
a global optimization (incidentally, including in these equations real prices that contain a
profit margin proportional to the installed capacity leads to a lop-sided global optimum;
see eqns. (19)-(21)). Nevertheless, we can call this solution conditionally optimal

n
Pt = Y a;PPX} + W+ 1} (31)
i=1

Analysis shows that an essential difference always exists between the results from
the local (eqn. (30)) and central (eqn. (31)) levels. The main reason for the difference is
that indirect economic and social expenditures are not taken into account and the level
of the economic tools in the base year takes no account of the prospective changes. The
above differences can often express negative, undesirable consequences: a high percentage
of unemployment, nonobjective differentiation in wages, etc. Hence a problem appears
when the sum of local optima does not satisfy the global optimum. There are then two
possibilities for the center: to change directly the planned targets for the local level or to
change the prescribed level of the economic tools. The first possibility contradicts the
requirements of the new reform. The second possibility requires techniques to be avail-
able to the center in order to predict the effect on the economy of changing the levels of
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the economic tools. Otherwise, differences will always appear, for example, concerning
wages

m
or concerning capital investment

m
thng* —(Z d,'jPiDXj* +W]*) (33)

i=1

and so on. Because of the lack of techniques for predicting the effects of the economic
tools on overall economic development, the center must change the level of the economic
tools used on the basis of the planned target levels of the optimal state (eqn. (31)). How-
ever, the lack of uniformity in natural and production conditions requires that economic
tools be differentiated by sectors. For example, the changed coefficient for wages will be

m m
w= 3 wyX/ / PRI (34)
i=t i=1

and similarly for the remaining tools. Hence the sectors do not have equal possibilities for
development and therefore no objective basis exists for the estimation of their potential
contributions. Local autonomy at the elaboration stage of the plan is excluded, because
each change in planned targets by one sector leads to an imbalance in all other sectors.
This was, however, the main reason why some real economic independence was admitted
in practice at the very beginning of the economic reform, although it was removed
immediately thereafter.

3.4 Analysis at the Fulfillment Stage of the Plan

The prescribed planning targets, together with the differentiated economic tools,
create the same unequal possibilities for fulfillment of the plan as those created by the
economic mechanism in use before the reform. In addition, the center still has to change
the economic tools, and hence the coefficients for estimating each sector’s contribution.
All this destroys the role of the economic tools as a long-term stimulator.

The main conclusions drawn from the analysis can be divided into three areas. First,
use of the above models does not allow economic autonomy to the sectors. Second,
economic tools cannot be used to develop and fulfil the plan, because they are merely a
passive reflection of the centrally developed and prescribed plan. Third, incentives at the
local level to conceal true potentials are exactly the same as those in the economic mecha-
nism used before the reform, even though economic tools are used. The main features of
the economic mechanism at present are shown in Figure 3.
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4 NECESSARY CHANGES
4.1 Main Directions of the Changes

The alternative to central planning is real independence for the sectors (production
units) with regard to production volume, prices, structure, and production factors
(resources, labor, and capital). The center influences sectoral incentives only indirectly.

The state of the economy when economic independence prevails in the sectors can
be described in terms of an equilibrium model (see the lower half of Figure 4, denoted
II). From the analysis of the previous sections, it is known that this state is not optimal
from the point of view of some global criteria. The procedure of global optimization is
shown in Figure 1 (see eqns. (1)—~(8) and (14)—(18); see also the upper half of Figure 4,
denoted I, in which the local level is not based on real participation of the sectors in the
planning procedure, but expresses sectoral perception of the national economy).

The main purpose of the analysis is to model procedures which allow indirect regu-
lation of the economy without destroying local autonomy. Models elaborated at IIASA,
and the Modified Equilibrium Model for Bulgaria, which are now in the process of
solution, were used in the above analysis (Mihailov et al., 1980).

4.2 Basic Equilibrium

In order to express the dynamic development of an economy using static models,
a base state of the economy must first be described. In the base year, all components of
the economy are known. However, market equilibrium prices do not yet exist in practice
and therefore competition between sectors is not included in the basic equilibrium and
the market prices only express the requirements for expanding production (competition
is included in the analysis for any given later year).

The basic equilibrium conditions, although they express one and the same state of
the economy, are described in different ways in block I (the “optimization block™) and
in block II (the “behavioral block™). As far as block I is concerned, the procedures for
which were described in eqns. (1)-(8) and (14)-(18), it is necessary to mention that the
prices in the base year are derived from the market prices in block II by taking out the
profit share in the prices. This profit is transformed into capital stocks of the sectors (and
hence in nondistributed capital investment).

Although the prices of the products for personal consumption in block I are based
on the equality between supply and demand, the excess level of prices over production
costs is extracted in the form of taxes to the national budget and serves as nondistributed
capital investment. This also allows the sectors producing products for personal con-
sumption to be optimized according to their respective production costs.

An analysis of blocks I and I in parallel has been made using similar methodology
and based on an equal number of sectors; similar sectors under concrete analysis (the
energy sector and agriculture); and similar types of tasks solved for the two analyzed
sectors.
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The following notation will be used in describing all further procedures (the nota-

tion from Bergman and Pé6r (1980) is retained).
Sectors

0 = electricity (from the energy sector),
1 = fuel (from the energy sector),

2 = fuel (from agriculture — biogas),

3 = agriculture,

n
n + 1 = housing sector,
n + 2 = public sector, and
n + 3 = capital goods sector.
Exogenous Variables
G = real public consumption,
N = total labor,
K = total capital stock,
I = total net investments,
D = surplus (deficit) on the current account,
PE = price level on world market for exported commodityi (i =1,2,...,n),
P! = price level on world market for imported commodityi (i =0, 1,. .., n),
and
P; = world market price of complementary imports of commodity i

(i=1,2).

Endogenous Variables

X; = gross output in sectorj (j =0,1,...,n+3),

K; = capital stock in sectorj (j=10,1,...,n+2),

N; = employment in sectorj(j=0,1,...,n+2),

M; = input of complementary imports in sectorj (j = 1, 2),

C; = household consumption of commodity i (=0, 1,...,n + 1),
Z;, M; = exports and imports, respectively, of commodity i (i =0, 1, ...,n),
P;, PP = domestic production costs and domestic price, respectively, of com-

modity i (i=0,1,...,n+3),
W, W; = total wages in the economy and wage rate in sectorj
(j=0,1,...,n+2), respectively,
R, R; = rate of return on capital in the economy and in sectorj
(j=0,1,...,n+2), respectively,
Q; = “‘user cost” of capital in sectorj (j=0,1,...,n+2),
V = exchange rate (domestic currency per unit of foreign currency),
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O = household consumption expenditures,
Y = real gross national product,
C = total real household consumption,
Z,M = total real exports and imports, respectively, and
I1; = total profit in sectorj (j=0,1,...,n+2).

Parameters

= input of commodity i (i = 2, 3, ..., n) per unit of output in sector j
(G7=2,3,...,n+2),
b;; = input of complementary imports / (/ = 1, 2) per unit of output in sector
](] = 11 2)’
pj,v; = substitution coefficients in the production function of sector j
(j=0,1,...,n+2),
8; = annual rate of depreciation in sectorj (j=0,1,...,n + 2),
0; = annual rate of change of world market trade in commodity 7
(i=1,2,...,n),
w; = index of the wage rate in sectorj (j=0,1,...,n + 2),
B; = index of the rate of return on capital in sectorj (=0, 1,...,n+2),
M;, Ny = expenditure and price-elasticity parameters, respectively, in the house-
hold demand for commodity i (= 0,1,...,n+ 1),
€;, W; = price-elasticity parameters in the export and import demand, respec-
tively, for commodity i ( =0, 1, ... ,n),
A;,B;,Z9 ,M{ = constants in the production, household demand, export, and import
functions,
A = annual rate of technological change in sectorj(j=0,1,...,n+2),
a;,a;, b;, c;,d; = distribution parameters in the production of sector f
(j=0,1,...,n+2).

8
<
|

Decision Variables

S; = subsidy for sectorj (j=0,1,...,n+2),

T; = fuel tax parameter for sectorj (j =0,1,...,n+2),
0; = indirect tax on commodity i (i = 0,1,...,n + 2),
¢; = custom duty on commodity i (i =0, 1,...,n),

E; = export premium for commodity j (=0, 1,...,n),
F; = tax on profit for sectorj (j =0,1,...,n+ 2),and
§2; = payment of interest in sectorj (j=0,1,...,n+ 2).

The basic equilibrium state of the economy in block II is described as follows. The
basic level of profit of sector j, including payments that derive from the economic tools
(decision variables) is given by

M; = PXj+S;+E;—¢; ~F;~0; — Ty, PP Xy; — Ty;PP X5 — WiN; — QiK;

(G=0,1,...,n+2) (35)
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The equilibrium on the commodity markets is represented by

n+2
Xl = ZXU+C1 +Zl ‘Ml (36)
j=0
n+2
X, = 2 X +C—M, (37)
j=0
n+3
Xi= Y ayX;+ G+ Z,—M; i=3,4,...,n) (38)
j=0
Xpe1 = Gy (39)
Xpy =G (40)
n+2
Xz =1+ Y 8K (41)
J=0

The equilibrium for the market factors is given by

n+2
Y K=K (42)
j=0
n+2
YN =N (43)
j=0

The current account balance is given by

Y @IV)Zi— Y PIM+ E;— ¢ —PiMy, — P, M, = D (44)
i=3

i=0

4.3 Forecast of Economic Development

The main features of the forecast economic development® in block II can be formu-
lated as follows:

— The conditions of the world market are exogenously assigned;
— The economic tools prescribed for the sectors have the same level as in the base

year;

* For a general description of the problem see Johansen (1974).
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— The sectors make decisions independently of the center; and
— A local optimization is analyzed in two sectors only (see below).

Local optimizations within the energy sector and agriculture and their influence on
the economy as a whole are analyzed for the following cases:

— Competition between the two sectors and between them and the international
market (fuel is produced by the energy sector and by agriculture via biogas);

— Different technological alternatives on the basis of substitution between capital and
labor and other resources, including imports; and

— Alternatives analyzed when environmental pollution exists and its consequences for
the economy must be considered.

The main features of the procedure for forecasting the behavior of the economy
under the above considerations can be described as follows:

First, using different functions for forecasting (for k possible alternatives (k =
1,2,...,n)).
Import function:

i, =

My M ( P

Mik
= i=0,1,....n 45
X —Zne Xi —Z% \(1+ ¢i)VPiIk) ( ) “3)

Capital-labor input function:

Fj = KpRNj; %% exp (\p ) (j=0,1,...,n+2) (46)
Composite input function:

Hy = {ep X8 + dp X8 1k (j=0,1,...,n+2) “n
Gross output function:

Xie = Ape{aj PR + b HEFY PR (j=0,1,...,n+2) (48)
Export function:

Zie = Z3 (Puel VPEYk exp (011) (i=3,4,...,n) (49)
Household consumption function:
Cir = Bip O"ik(T 1o PR i(Ty o PRYMPRY, . PRI (i=0,1,...,n+1)

(50)
Second, the above functions allow a more realistic prospective equilibrium to be

derived with the same form as eqns. (35)-(44), denoted here (35)-(44"), each for
k=1,2,...,n



Modeling alternative socioeconomic mechanisms 161

Third, the market factor equations (42") and (43") can be solved as a function of
the factor market prices W; and Q;, after which the system of prices has to be normalized

n+2 n

Y PiXp + S + 3 VPR M0y + VPyuMyy + VP Moy — VPEZy, + Eyy
j=0 j=0

n

n+2 n
= Y Xpo+ XMy, — Y Zip + My, + My, (51)
j=0 ji=0

j=0

Fourth, given some initial values of W, R, and V, one can derive P*, P, and PD,
where

n
PF = (1—0)P — Y PPa;—VPb; (j=0,1,...,n+2) (52)

i=2

and P;* can be inserted in the profit function (35") which is to be maximized with respect

to the sectors under analysis only (energy sector,j = 0, 1, and agriculture sectorj = 2, 3).
Maximization of profit II} is subject to the following constraints:

(i) Economic tools coefficients constraints (s, €, ¢, f, p, t, and ¢ = constant)

S;j=sX;; Ej = €2y, @5 = ¢X;; Fj = 1,0, = pX;; T; = tX;;Q5 = Pras(8; + Ry + qj)  (53)

(i) Production and demand functions constraints (45)-(50), where different alternatives
are included.

(iii) Conditions for factor combinations, where the left-hand sides include different tech-
nological and market alternatives and the right-hand sides include the influence of eco-
nomic tools

( ) A; i) " Wil (j=0,1;2,3) 54

Giwt R | Ty COPIX; +sX; + €Z; T=50e (54
A;Fip\Pik K;  Poy(5;+R;+q;

A,-kafk( ! ”“) = Q’*’ = ":3(’ 1+ 4) (j=0,1;2,3) (55)
Xj Pij Pij+SXj+€Zj
AjHp\Pik (X5, \ ik Ty, PPXy;

boco |20k kYL IR Tt ik T i=0,1;2,3 56

ikCik ( X, X, PFX, + X, + ez, G ) (56)
A.H: \Pik (X, \Yik T..PPX,.

i (S| ] = B U=0L23) (5]

Maximization of profit subject to the above conditions yields an optimal choice of an
alternative, which at the same time influences the respective distribution and substitution
coefficients, i.e. the state of all sectors. Putting the profit function equal to zero allows
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the commodity prices to be derived as a function of the factor prices, and by substituting
P/ into eqn. (52) the unknowns P; and P> can be derived.

Fifth, the production volume Xj, production costs P;, and prices P,-D are a basis for
deriving V; and K; and their respective differences AN and AK which allows W and R to
be adjusted.

Finally, the equilibrium between production volume, prices, production costs,
wages, and level of interest makes it possible to calculate the total production volume of
fuel. This is produced in both sector 1 and sector 2 and is redistributed between the two
sectors on the basis of an optimal division between fuel and electricity produced in the
energy sector and between fuel and agricultural production in the agricultural sector,
subject to a minimum price level for fuel (which makes these two sectors competitors)

Ij; = (PjoXjo + Pj1 Xj1) — (Pio + Piy) > max (58)
subject to P;; X;; - min, and
i = (Pjy Xjy + P2 Xj2) — (Pyy + Piz) > max (59

subject to P;; X;; » min. Redistribution of the product subject to competition will in-
fluence the other sectors in terms of a lower price for this product.

Thus the final forecast state of the economy can be expressed by comparable (with
regard to the optimal state (23)) indicators

X PP X Wy Yis Njs and K, (60)

The models were solved using the solution algorithm of Bergman and Pér (1980) as
shown in Figure 5.

Some of the results from the above forecast can serve as information for block I,
at the stage of forecasting the national economy.

4.4 Directed Optimization Equilibrium

The analysis shows that some differences always exist between comparable indi-
cators of the forecast equilibrium (eqn. (60)) and the desirable (optimal) state of the
economy which results from block I (eqn. (23))

X —X; = AX;; PP —PP = APP; etc. (61)

The differences between blocks I and II regarding the basic equilibrium were ana-
lyzed as follows.

First, the differences were carefully examined in order to clarify the reasons for
them. Analysis of expenditure, for example the expenditure for environmental protection
appearing in block I, shows that environmental pollution was ignored in block II when
performing local optimization at the sectoral level. This conclusion determines which
economic tool is to be changed (according to the basic equilibrium in block II) in order to
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Exchange rate Factor prices
(v) w; a ,-)
« 1§
Commodity prices | Prices Profit function
P*) N (P, PD) — (I*)

)
Not converged

‘/ Solution algorithm \,

o for P, PO / N

1 Converged

Prices
(P, PD, P¥)

!

Household consump-
<Demand equations >o— tion expenditure
(0)

| T
Solution algorithm
for Xi

Gross output

X;

Not

Solution algorithm \ __converged
for O /

Solution algorithm \ Converged
for W/ O/.

!

New factor
prices W/ Q T

FIGURE 5 Solution algorithm for an equilibrium model.

eliminate the above difference (negative consequence). It is apparent that the level of
standards or the appropriate penalties for environmental pollution have to be changed.

Second, the economic tools were directly identified. This analysis is especially nec-
essary in the present case since no basis for changing the type and level of the economic
tools exists. Some calculations are necessary for this purpose on the basis of consecutive
changes in the level of each economic tool used (without changing the others), following
the solution procedure described above. Comparing the level and direction of the changes
in the comparable indicators according to their basic level, it is possible to define the
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direction and intensity of each economic tool. In this way, knowing the intensity co-
efficients and the level of the indicators which have to be changed (from the differences
between blocks I and IT), the required level of changes in the economic tools can be
derived. For example, if

I = AX;j/As (62)
where [ = an intensity coefficient, then
As = AXy/l (63)

Thus the change in the type and level of the economic tools influences the incentives of
the sectors regarding their local optimization and autonomy, and, at the same time,
allows the optimal (most desirable) state of the economy to be reached

X —X; = 0, Pf° — PP = 0;etc. (64)

5 CONCLUSIONS

The general possibility of achieving directed optimization in the development of
an economy allows some final conclusions to be drawn.

First, an economic mechanism based on directed optimization ensures a high level
of incentives and responsibility for three main reasons. Equal possibilities exist for all
production units and for each person; real equilibrium among the formidable number of
potential products is possible only when it is a result of decision-making at a local level;
real responsibility is assigned to the center on the basis of a clear distinction of its func-
tions, which are different from those of the sectors and can only be realized at a high
level of aggregation.

Second, although the conclusions drawn in respect to the economic mechanism are
generally correct under limited conditions of analysis (limited optimization factors,
partial competition, etc.), it is hoped that the equilibrium system of models described
earlier will in future be further improved in the following directions: local optimization
for all the sectors will be implemented on the basis of all possible product and factor
substitutions in competition between all the sectors, taking into account the territorial
(spatial) factor; the models will be solved dynamically; the global optimization in block I
will be based on a multiobjective optimization approach (Wierzbicki, 1979), on a pre-
liminary prescribed rate of growth (Andersson, 1979), and on the territorial (spatial)
factor (Andersson, 1979); demographic and migration models (Kelley and Williamson,
1979) will be included in the system of models. In addition, it is hoped that after modi-
fication some of the models and some of the approaches proposed will also be used to
study the market-economy countries.

Third, any improvement in the economic mechanism requires changes in the con-
ditions for its implementation and also in modeling the national economy. This can be
expressed as follows. The use of an equilibrium system of models is a necessary condition
for the use of uniform economic tools; the use of uniform economic tools is a necessary
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condition for real economic autonomy at the local level. These two conditions are neces-
sary and sufficient for the implementation of directed optimization in the development
of an economy.
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ESTIMATES OF THE DISEQUILIBRIA IN POLAND’S
CONSUMER MARKETS (1965-1978)

Leon Podkaminer
International Institute for Applied Systems Analysis, Laxenburg (Austria)

“The question is sometimes asked: Why do we need a theory of choice; why can’t we
simply take the concepts of demand itself (prices, income measured in money, etc.)

as the basic concepts and leave all theory of choice aside? The answer is simple. The
theory of choice — and particularly the concept of a utility indicator — is assumed to
be independent of the particular organizational form of the market. Even if the goods
were distributed to consumers in an entirely different way, not through a market with
a budget equation, etc., the utility indicator would in general exist and may, for in-
stance, be used for estimating the behaviour of consumers under specific market forms
that may be contemplated in a programming analysis.” (Frisch, 1959)

1 A PRACTICAL PROBLEM THAT REQUIRES THEORETICAL TOOLS

One of the aspects of the economic difficulties Poland is experiencing is an acute
shortage of marketable commodities. Although absolute levels of per capita consumption
of particular food items (especially animal produce) and the collections of durables owned
by the average household had (until 1979) approximated Western European standards,
the extent of lines, waiting lists and more or less formalized rationing would suggest that
the demand for virtually all commodities is far from satisfied. Although Poland is not
the only country affected by the “disequilibrium malady” — since some authors already
draw a firm distinction between supply-constrained and demand-constrained economies
(Kornai, 1979) -- the Polish case is definitely a severe and persistent one.

Some thinkers attribute this situation to purely political motives. “One could get
rid of the market disequilibrium overnight™ -- the reasoning often goes — “just by intro-
ducing equilibrium prices. But this would™ — it is stressed — “provoke popular resent-
ment.” This case seems to be well supported by historical events, with attempts at raising
food prices failing as a result of widespread protests.

Before the conclusion is reached that there is nothing one can do about the present
situation but increase supplies — at any cost (to be covered ultimately by external
sources) — it may be worth asking whether the proposed changes in the price structure
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actually represent a move towards equilibrium or whether, on the contrary, they imply
an even greater disequilibrium.

To be able to answer this question, albeit in a crude way, one would have to have
a system of demand functions that could be assumed to represent at least ‘‘the average
Polish consumer’s” response to prices, given the average level of incomes. (Of course,
having separate demand systems for households stratified according to professional,
demographic, or other relevant criteria, would allow a more thorough analysis, eliciting
all sorts of distributional and welfare effects caused by changing prices.)

Let us put the system of equations in question in the following manner:

qdi Zfi(plypZa'--ypm,y) (i:1’29"'sm) (1)

where g; is the quantity of good ‘i demanded under price systemp = (py,P2,..-,0m)
and y is total expenditure or disposable income. (Throughout this paper y and g; are
taken as per capita terms.)

Additionally, eqn. (1) has to be “at least locally consistent”: for a fairly wide set
of commodity bundles 4° = (g%, 43, . . . , g%) there should be at least one (ideally
exactly one) price vector p® that satisfies both eqn. (1) and the budget constraint:

m
P’ =Y g} =y
i=1

(Any demand system (1) derived via the utility maximization assumption and sub-
ject to this budget constraint will yield exactly one price vector (“equilibrium price™) for
any bundle g for which the utility function is determined. Because empirical demand
studies not derived via the utility assumption and not even satisfying homogeneity or
symmetry conditions can be encountered, it is important to impose the condition of local
consistency.)

Provided eqn. (1) satisfies both conditions, it would be possible to determine
whether the proposed changes in prices really represent a move towards any equilibrium.
It also follows that an adequate knowledge of eqn. (1) would permit a mathematical
programming analysis for pricing and therefore the determination of optimum equi-
librium price vectors.

However, unless eqn. (1) were derived via the utility maximization assumption,
one would still be unable to use it for predicting the actual level of demands should the
supply of one or more commodities be inadequate. Thus, if

Sy <fl(p1’p2’~ . apm)y)

then the value of the excess demand (s; — f1(P1,P2, - - . » Pm,»)) tends to be somehow
distributed over other commodities. Also, it may in part increase the amount of reported
savings. With utility-based demand systems, the prediction is not difficult, no matter how
many commodities are in short supply. The forecast demands are the (unique) solution to
the following optimization model:

max U(q1,92,---.qm)
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subject to

Z biq; =Y
and

q; <q; i=12,...,m)

where g; are the supplies of the commodities and U(q) is the utility function on which
the demand system (1) is based.

4,=7,<4q] vet q; <7, <7,

FIGURE 1 Variation in relative demand for two commodities when there is a shortage of supply.

It is obvious that the solution of the above optimization model may differ from
that of a model which maximizes the utility indicator subject to budget constraints only.
If the former is denoted by g(p, y, §) and the latter by g°(p, ) then the coordinates of
the vector

@ p,y)—ap,y,d (2

represent the extents of disequilibria for particular commodities. It is important to
observe (see Figure 1) that when total supply is not smaller than total expenditure, i.e.
when
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Ypidi=y

then some coordinates in eqn. (2) may be negative, some positive and some zero. Hence,
under conditions of disequilibrium, the observed demands for some commodities may be
smaller than they should be at equilibrium, while others may be greater.

2 SPILLOVERS CAN BE NEITHER OBSERVED NOR IGNORED

A shortage in one commodity is enough to cause spillovers: the observed purchases
of other commodities may increase to compensate for the original shortage. The situation
worsens when many shortages occur simultaneously.

Although knowledge of the parameters of a2 demand system (based on the utility
assumption) allows the final distribution of spillovers — given prices, income, and actual
supplies — to be determined, it must be recognized that when these parameters are not
known it is practically impossible to distinguish between past observed supplies, volun-
tary demands, and spillovers. This, in turn, prevents estimation of the demand system
(1), whether it is based on the utility assumption or not. More specifically, a stochastic
counterpart of eqn. (1), when complemented by variables for possible spillovers, can be
written in the following manner.

ql"kt :f‘i(a:plt7p2t""’pmtiyt)+eit (l=172a9m) (3)

and
Pitdit = PutQir + Z Vije t Mz (=12,...,m) (4)
J

where

t numbers observations, say by years;
ql; represents the “pure” demand for commodity 7 (as expressed by eqn. (1), assuming
unconstrained supplies of all other commodities),
q;; represents the “observed” demand for commodity i (or actual consumption of §),
Vir tepresents the spillover (in monetary terms) from commodity i to commodity /,
a is the vector of parameters of eqn. (1) which is to be estimated,
€;; is a random factor affecting the ith equation in system (1), and
u;; is a random factor affecting the ith equation in system (4).

Both g}; and V;;; are unobservable. Although the number of variables V;;, can be
reduced by the introduction of asymmetry conditions (e.g. requiring that Vi;; = — V;;;),
the system (3)-(4) still cannot be estimated econometrically.

From this it can be concluded that any nontrivial demand system (m > 2), esti-
mated solely on the basis of the observed disequilibrium prices, quantities purchased,
and expenditures, cannot be adequately described as even an approximate version of the
actual system (1). Additionally, it may be noticed that even the “trivial” case poses very
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considerable econometric problems (Ito, 1980) which are fairly intractable without some
additional conditions.

3 THE USE OF EXTRANEOUS INFORMATION

It is obvious that without some extraneous information on the demand system (1)
it is impossible to estimate its parameters. The information required cannot, however, be
derived from the data on observed disequilibrium prices, expenditures, and quantities, as
these cannot generate any more knowledge than is already present in the system (3)—(4).
Certainly the knowledge of black market prices might improve the specification of the
system, provided the work is set in the context of a utility-based demand system. (The
Lagrange multipliers in the supply-constrained utility maximization problem would then,
in principle, be analytically related to the observed black market prices.) However, since
these prices are not reported by official statistics, this approach is unlikely to be helpful.

A more promising method may be to resort to international comparisons. Existing
demand studies for many countries that may be safely assumed to enjoy persistent equi-
librium in consumers’ markets suggest definite patterns of consumer behavior. It may
then be possible to identify some of the parameters that have proved acceptable for des-
cribing the average consumer demand response for a wide range of countries with the
ones that may be attributed to system (1) for Poland, i.e., to the average Polish con-
sumer’s behavior at equilibrium.

If the premises (Houthakker, 1957) that “the discovery of widely applicable gener-
alizations is the principal aim of science” and “that there are meaningful propositions
which appear to be valid in nearly all the countries considered, without reference to their
climatic or cultural conditions™ are accepted, then it is possible, at least in principle, to
proceed somewhat further with the analysis.

There is, however, still a need for caution. First of all, the research should be
restricted to rather aggregated-level studies. It must also be recognized that there are
some differences in the reported empirical demand studies, causing the estimated para-
meters to vary somewhat from country to country. Also, they depend on the specific
functional form of the equations adopted, the details of assumed stochastic structure,
and the estimation procedure applied. Needless to say, the statistical quality of the
findings is not uniform. In effect, the conclusions to be derived with respect to Poland
cannot be expected to be independent of the particular foreign demand system accepted.
However, if some of these conclusions demonstrate some degree of consistency, it may
be possible to define some fairly definite qualifications and recommendations with
respect to the Polish situation.

4 APPLICATION OF THE EXTENDED LINEAR EXPENDITURE SYSTEMS
(ELES) WITHITALY AND IRELAND AS REFERENCE COUNTRIES

The cross-country comparative studies of consumer demand patterns used to
derive the final reference demand systems for Poland are those of Goldberger and
Gamaletsos (1970), Gamaletsos (1973), and Lluch et al. (1977). Italy and Ireland, which
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resemble Poland in many historical and cultural traditions and have similar levels of
overall economic development, are of particular interest. Additionally, the durables
and housing per average household in all three countries are not dissimilar.

The statistical significance of the reported estimates and their theoretical plausi-
bility strongly supported the choice of the Extended Linear Expenditure Systems (ELES)
presented in Lluch et al. (1977).

To ensure comparability with average Polish data, the systems were aggregated* to
the four-commodity list containing “food” (including alcohol and tobacco), “clothing”
(including footwear), “rent” (including heating and durables, but not automobiles), and
“rest” (health, education, leisure, culture, etc.). This aggregation provides a general
picture, although this need not be consistent with subjective feelings about price levels
and availability of particular sub-commodities. Thus, for instance, we ignore the fact that
within the “food” goods category there are some items considered to be both in short
supply and too highly priced (better cuts of meat), or abundant yet underpriced (cereals,
milk, potatoes), or abundant and overpriced (alcohol). The same types of qualification
apply to other commodity groups.

The utility function underlying ELES is given by the well known Stone-Geary—-
Rubin-Klein formula:

u(@i,92,---+qm) = Y, BiIn(g;—cy)
i=1

where c; is interpreted as “committed” or “‘subsistence” consumption of good i.

There is one unfortunate feature of any demand system that presupposes the
existence of subsistence levels ¢;. Since an economist has to work with aggregate com-
modities, sometimes as nebulous as “food” or “services”, the ¢; values can seldom be
measured in physical quantities. Instead, one has to work with “abstract” ¢; values
representing the monetary equivalent of the subsistence consumption in the prices of
some given year. While this feature does not affect the usage of any demand system for
the country to which it refers, it certainly creates problems in the cross-country com-
parisons because exchange rates have to be introduced. While this may be more or less
safely done with respect to the comparable equilibrium economies, there are consider-
able difficulties regarding the conversion of ¢; values expressed in 1970 Italian Lira and
Irish Pounds into subsistence consumptions of the basic commodities expressed in Polish
Zlotys of some given year.

Inevitably, some additional assumptions have to be adopted:

1. Besides the “average” consumer, in each of the countries under consideration
there is a “marginal subsistence” consumer whose income approximates the total
subsistence level.

2. The volumes of consumption g; (in Poland) are always bigger than the corre-
sponding subsistence levels c;. In effect, neither prices, nor supplies, nor budget

* The theoretical basis of the ELES for Italy is questionable, but the method of aggregation employed
here ensures adequate quality.
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interfere with the attainment of all of the ¢; levels. In particular, no spillover
between the subsistence consumptions could have occurred.*

Now, if the subsistence consumers in all three countries (retired hippies?) were

identified and their average yearly allowances defined as wP®!, wi*! wi*2 one could

postulate that conversion rates for total committed expenditures follow the identities:
1 1 _ il irl _ it it
WPO ,chpo = wll‘ 'Zc}l‘ —_ wl a Z c} a
i

This line of reasoning has not been rigorously followed here; instead, the average
wage in the lowest-paid sector of the economy (agriculture in all three cases) has been
chosen. At these levels of income the ratios given above for Ireland and Italy are not the
same. This has been allowed for by calculating two sets of ¢; values for Poland:

1 1 _ irl irl
ci/Z G =G Z Ci

i i
where

Zc} — (WPOI/Wiﬂ)Z c}rl

2 2 _ ita ita
ci/Z ¢ =6 /Z Ci
i i

and

ch? (Wpol/wita) Z ci_ta
i i
Since there is of course a possibility of bias in the method adopted, alternative con-
version rates have also been used in separate runs to test the sensitivity of the estimates.
In the first runs the values c}*! = 1.5¢} and c®! = 1.5¢} were used, while in the second
runs the values ¢j*?* = 0.5¢} and ¢#* = 0.5¢? were adopted. Table 1 shows the estimates
for the parameters of the two basic reference demand systems for Poland, determined
as described above.

The subsistence levels ¢; are expressed in thousands of Zlotys per capita per year

* This is implicit in the ELES formulation. It is a reasonable assumption for the three countries being
compared because the “average” consumer will not be so poor that he has to choose between dif-
ferent subsistence levels.
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TABLE 1 The parameters of the basic reference demand systems for Poland.

Commodity aggregate (i) Ireland Ttaly

8 4 B ¢
Food (1) 0.315 2925 0.402 2.4
Clothing (2) 0.134 0.436 0.087 0.52
Rent (3) 0.222 0.907 0.24 0.56
Rest (4) 0.329 0.931 0.271 1.12
Propensity to consume m 0.846 0.790

(1971 prices) while m are the estimated propensities to consume out of total disposable
monetary income. Thus, it is assumed that, at equilibrium, total expenditure y and total
disposable monetary income Y satisfy the equation

4
y=mY+({1—-m)Y p;

j=1

Therefore, the estimate of voluntary savings is (1 —m) (Y — Z}., p;c;).

5 ARITHMETIC OF THE REFERENCE ELES SYSTEMS WHEN APPLIED TO
POLAND

Two types of equations are used. The first type comprises the equations for the
determination of supplies that would have equilibrated the markets while leaving all
prices and income (i.e. monetary endowment) unchanged. The second type comprises
equations for the determination of prices that would have equilibrated the markets while
leaving consumption and income unchanged.

The first type is given by the following general formula:

4
ab! = '+ BFIp; m* (Yt -y Cf'JPs,t) (%)
8=1

where

1 (Ireland), 2 (Italy),

0 (basic), 1 (increased), and 2 (decreased) levels of total subsistence expenditure,
1,2, 3,4 (commodity aggregates), and

date (in years).

1

k
J
i
t

I

p; ¢ is therefore the actual (reported) price index of commodity aggregate i in year ¢,
expressed in current prices (base year = 1971). Y, is total annual per capita income in
year ¢ (this is assumed to equal total actual expenditure plus savings, as identified from
bank deposits). q?,'tj values are therefore the vectors of supplies that would have
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equilibrated all the markets (and left the consumer with no involuntary savings or debts)
estimated on the basis of the respective demand system (k, /).
The second type is given by the ggneral formula:

4
pid = m* Y B Nai,e — ) / [ L+ 3 [Be /(e —es]m" (6)

where all the symbols, with the exception of ¢; ; and p,l‘,',j have the same meaning as
before. Now g; ; is the actual (observed) consumption of commodity 7 in year ¢ (ex-
pressed in 1971 prices), and the p?,'tj values are the vectors of prices that would have
equilibrated all the markets (and left the consumer with no involuntary savings or debts)
estimated on the basis of the respective demand system (k, /).

6 ESTIMATES OF THE ACTUAL SHORTAGES (AND SURPLUSES) OF
COMMODITIES FOR THE PERIOD 1965-1978

Table 2 gives information on p; ¢, q; ¢, and Y, for the period under consider-

ation. By applying formula (5) to the historical data, the systems of supplies that would
have equilibrated all the markets, all other factors remaining unchanged, can be estimated.

TABLE 2 Historical data for Poland.?

Year Food Clothing Rent Rest Total Observed Monetary
expenditure savings endowment
q p q p q p q p
1965 7.33 0.92 1.59 1.00 128 098 194 0.84 11.22 1.33 12.55
1966 7.80 092 1.85 1.00 1.22 1.01 3.08 093 13.12 1.64 14.76
1967 8.06 093 193 1.00 1.34 099 329 095 13.89 1.97 15.86
1968 8.26 097 2.08 1.00 1.54 098 347 096 14.90 2.27 17.17
1969 852 097 220 1.00 160 096 3.68 097 15.57 2.67 18.24
1970 891 097 232 1.00 1.69 099 385 1.00 1649 2.99 19.47
1971 9.05 1.00 233 100 195 1.00 2.62 1.00 1545 3.42 19.37
1972 943 1.01 254 1.00 221 1.00 298 098 17.19 4.20 21.39
1973 10.18 1.01 290 1.00 245 1.00 3.383 100 19.01 5.20 24.21
1974 1048 101 321 1.01 285 1.01 3.65 1.04 2050 6.39 26.89
1975 1128 1.2 3.17 120 285 125 317 131 24.15 7.39 31.54
1976 12.18 1.20 3.27 1.26 3.02 129 3.56 1.35 2744 8.03 35.47
1977 12.64 1.26 322 134 367 136 3.38 1.70 3098 8.74 39.72
1978 1263 143 3.01 146 342 143 348 1.77 3351 9.52 43.03

¢ Taken from Polish Statistical Yearbooks (1972, 1976, 1979).

To facilitate assimilation and understanding of the data, the estimates of the dis-
equilibria actually occurring in particular years (measured as differences between esti-
mated equilibrium supplies and volumes actually consumed) are reported. Table 3 shows
the estimates of shortages (positive) and surpluses (negative) for the basic demand system
described in Table 1.



176 L. Podkaminer

TABLE 3 Extents of disequilibria, in quantity terms at 1971 prices.

Year Food Clothing Rent Rest Voluntary savings Observed
savings

Ireland Italy  Ireland Italy Ireland Italy Ireland Italy Ireland Italy

1965 —216 —2.05 —0.27 —0.50 1.11 0.89 156 130 0.74 1.17 1.33
1966 —2.02 —1.80 —0.30 —0.61 1.52 1.30 0.80 044 1.08 1.63 1.64
1967 —2.00 —1.74 —0.27 —0.62 1.63 141 084 042 1.24 1.87 1.97
1968 —2.00 —1.70 —0.27 —0.70 1.74 153 090 049 145 2.14 2.27
1969 —197 —161 —0.27 —0.73 1.89 1.68 104 048 161 2.36 2,67
1970 —2.04 —1.61 —0.26 —0.77 194 1.73 1.08 047 1.80 2,62 2.99
1971 —235 —1.96 —0.29 —0.79 1.62 141 2.25 1.66 1.78 2.60 342
1972 -2.23 —1.75 —0.27 —0.87 1.74 1.53 2.55 1.81 2.10 303 4.20
1973 —2.25 —1.62 —0.31 —1.03 2.02 1.82 2.83 193 253 3.62 5.20
1974 —185 —1.10 —0.35 —1.18 2.08 1.88 307 2.04 295 4.18 6.39
1975 —231 —-149 —0.33 —1.16 1.87 1.66 315 221 3.66 5.20 7.39
1976 —282 —192 —0.23 —1.13 2.10 1.90 335 227 4.27 5.98 8.03
1977 —2.81 -—-1.84 —0.02 —099 1.74 1.54 289 194 492 6.88 8.74
1978 —3.15 —2.22 —0.16 —0.79 2.19 192 300 2.00 543 7.57 9.52

By applying the formula (6) to the historical data, estimates of the system of prices
that would have equilibrated all the markets, all other factors unchanged, can be ob-
tained. Table 4 reports these estimates (together with the actual prices) for the basic
demand systems described in Table 1. Additionally, the “true” price indexes (Laspayers,
base year = 1971) corresponding to the estimated prices are given, and also the corre-
sponding index implied by the official data.

Before the findings presented in Tables 3 and 4 are discussed a brief account of the
results of the sensitivity runs will be given.

7 SENSITIVITY RUNS

The results of the additional sensitivity runs justify the proposition that the esti-
mates of the extents of past market disequilibria in Poland do not actually depend on
the conversion rates for total subsistence expenditure. This is exemplified by the contents
of Table 5.

The “critical” commodity “food” appears — in view of the results contained in
Tables 3,4, and 5 — to be overpriced (or oversupplied) as compared with the two equi-
librium situations considered. Since this may contradict some peoples’ beliefs, it is worth
performing yet another sensitivity analysis. This time the focus is on the possibility of
the pure demand for “food” (free from possible spillovers) being greater than recorded
supplies. The analysis assumes utterly implausible parameters for the supposed Polish
ELES, by which the “pure” demand for food (not allowing for passible spillovers from
other commodities) would be the greatest. Since this is given by the expression

4
gy = ¢y +(Bi/p)m (Y— Z p,-C,-)
j=1

it is obvious that the lower ¢, , ¢3, and ¢4, the greater g, .
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TABLE 5 Equilibrium and actual prices for food depending on run (assumption about conversion
rate for total subsistence level) and the reference system.

Year Equilibrium
“Irish” system “Italian™ system
Actual Run 0 Run 1 Run 2 Run 0 Run 1 Run 2

1965 0.92 0.39 —1.16° 0.45 049 0.34 0.53
1966 092 043 —6.29% 0.50 0.60 0.56 0.61
1967 093 0.49 —0.051° 0.53 0.63 0.61 0.63
1968 0.97 0.55 0.80 0.56 0.68 0.68 0.67
1969 0.97 0.58 046 0.58 -0.70 0.71 0.69
1970 097 0.59 051 0.60 0.72 0.73 0.71
1971 1.00 0.57 0.54 0.47 0.67 0.64 0.68
1972 1.01 0.63 0.62 0.62 0.73 0.72 0.73
1973 1.01 0.66 0.67 0.65 0.77 0.77 0.77
1974 1.01 0.73 0.75 0.70 0.85 0.86 0.83
1975 1.12 0.76 0.77 0.76 0.89 0.87 0.89
1976 1.20 0.80 0.80 0.79 093 0.92 0.93
1977 1.26 0.86 0.87 0.85 1.00 0.98 1.00
1978 143 093 0.94 0.92 1.09 1.07 1.09

2 It is invalid to execute Run 1 for 1965, 1966, and 1967 for the “Irish” system: its subsistence ex-
penditure for “rent” (c,) equals 1.35, while the actual expenditures q; ;55 , 73,1966 » 204 G5 106 aTE,
respectively, 1.28,1.22, and 1.34.

By setting ¢, = ¢3 = ¢4 = 0, it is assumed that the average Polish consumer has no
positive minimum levels for consumption of any nonfood commodity. Then, since the
greater m and f3, , the greater g, , let us suppose that of the two pairs of reported 3; and
m values, the larger ones are taken. Thus, m = 0.846 (the Irish propensity for total ex-
penditure out of disposable income) and 8; = 0.4 (the Italian marginal budget share of
food) are assumed.* Now, within the range of data for the period under study, the maxi-
mum “pure”” demand for food would, in any given year ¢, be given by

g1t = ¢1 +(0.4/p14)0.846(Y; — Py4cy) (7

Let c; be as high as 3.6. This is measured in thousands of Zlotys spent on food per
capita (children included) per year in 1971 prices. (In physical terms this is equivalent
to a diet consisting of 40 kg of meat, 25 kg of sugar, and practically unlimited amounts
of milk, cereals, vegetables and, in addition, 2 litres of vodka.)

Now, having assumed the parameters of the equation for the “pure” demand for
food that transform the average Polish consumer into an insatiable food devourer, it is
possible to run eqn. (7) for any year studied.

Having done this, it is learned that the “pure” demand for food, possible spillovers
disregarded, has always been lower than the consumption reported. (It is quite possible

* The Irish m value is the second highest and the Italian B, value the highest among the nondeveloping
countries reported by Lluch et al. (1977). This results in a product mg, higher than for any country
other than Korea. Note that g, increases as the product mg, increases.
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that actual prices for food have been higher than those reported. This would mean an
even greater surplus of food under the respective equilibria. Thus, even if at the same time
the actual consumption has been smaller than reported, the overall impact of the biased
statistical data can probably be neglected.)

8

FIRST CONCLUSIONS

Has there been a real shortage of food in Poland? Were the attempts at raising prices

of food economically necessary?

9

The contents of Tables 3 and 4 may be summarized in just three statements:

. Despite the fact that the parameters of both demand systems are rather dissimilar,

the results they yield, although certainly not identical, are remarkably consistent.
All the cultural differences between the “average” Italian and Irishman, as well as
the difference in the price structures observed in the two countries (and hence
specific structures of purchases) do not lead to any substantial disagreement in
diagnosing what is “wrong” with the “average” Pole.

. At given prices the pure demand for food has always been lower than supplies by,

at least, the equivalent of some 1.5-2.5 thousand (1971) Zlotys per capita per year.
The actual consumption of food has, therefore, to some extent, been the result of
spillovers from the undersupplied commodities “rent” and “rest”’; in other words,
what have been really lacking are housing and various services. Thus, it was possible
to enjoy market equilibria at lower consumption of food and at the reported prices.
This, however, would have required definite increases in the supplies of the “rent”
and “rest” commodities (at the reported prices).

. Given the available supplies, the price for food has been foo high by at least 15%.

Thus, it was possible to enjoy market equilibria with the actual supplies of food
being sold at much lower prices. This, however, would have required definite in-
creases in the prices of the “rent” and “rest” commodities (without reducing their

supply).

POLICY AND RESEARCH RECOMMENDATIONS

The price reforms that were (unsuccessfully) introduced in 1970, 1976, and 1980

provided for substantial increases in the prices of food (with some compensatory de-
creases in the prices of nonfood products and/or some compensatory increases in in-
comes). In view of the analysis presented, it seems very likely that these reforms — if

aimed at restoring market equilibria — would have been counterproductive.* Therefore

the policy of gradually increasing the price of food that has been followed since 1973
must be questioned.

* The increase in food prices should not be seen as an attempt to encourage greater agricultural pro-
duction, since with the State as monopolist buyer and seller there is little or no relation between con-

sumer and producer prices.
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A fair appraisal of the reasons that have led to the application of a market policy
that could not succeed should allow for the fact that, since Lange’s (1961) frivolous
and unjust “critique” of the concept of utility, economic research, especially when con-
cerned with practical matters, has had virtually nothing to do with any such “futility”.
“Econometric” estimates of what should have suited the average Polish consumer were
derived from studies that ignore the natural theoretical background contained in the
theory of choice, and instead adhere to all sorts of ideas about the predominance of the
“institutional” factors in shaping the consumer needs. This may have played a role in
producing a system which has not suited the consumer at all well.

The reluctance, which has been repeatedly signalled, of the “average Polish con-
sumer” to accept the proposed price changes might suggest that he is really a more
“rational man” than some tend to believe: the changes, if accepted, would have resulted
in an even greater degree of disequilibrium.

The counterproposals formulated spontaneously by the population do not require
increased supplies of food. (What is being requested here is the restoration of the market
equilibrium for food — and this could not have been done by raising its price, while com-
pensating with rising incomes.)* Instead, they are concerned with increasing the supplies
of housing, education, health services, leisure, and cultural goods! This spontaneous
expression of social preferences does, therefore, corroborate the analytical results pre-
sented.

To reach specific policy recommendations concerning the immediate future would
require data on actual supplies of particular goods that the government intends to sell
to the population. (Also, the analysis should allow for the possibly beneficial effects
of some changes in the structure and size of foreign trade in specific consumer goods.)
Additionally, research concerned with the cross-country comparisons of the household
expenditure patterns, which distinguish between various consumer groups, is still needed.
This would enable the determination of the best price and — if need be — rationing
policy, while taking into account possible distributional effects.

Certainly, the specification of the recommended policies concerning the aggregate
commodities (“food”, etc.) should be complemented by the specification of correspond-
ing guidelines for more specific consumer goods. This, once again, necessitates additional
studies. A study with respect to specific foodstuffs is presently underway (Podkaminer,
forthcoming).

10 A HYPOTHESIS CONCERNING THE DYNAMICS OF DISEQUILIBRIA IN
CENTRALLY PLANNED ECONOMIES

The cyclical nature of the socioeconomic performance of the centrally planned
economies has been acknowledged by many authors, from Kalecki (1961) up to a more
recent contribution by Kornai (1980). There is general agreement on many features of
the cyclical pattern of behavior in these economies. Most of the governments of the
centrally planned economies tend to push for maximum investment in the industrial

* Currently, the serious decline in agricultural production, caused mainly by adverse weather con-
ditions, may be causing a genuine shortage of food.
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sector, with special emphasis put on heavy and mining industries, which have been identi-
fied with economic development. In practice, the “great leaps forward” do not bring
about the desired growth in industrial strength. The neglect of industrial infrastructure —
including the creation of the overall economic atmosphere conducive to really innovative
and economic behavior by the management of the state-owned firms — necessarily results
in adverse economic and production effects.

However, it is the population’s growing dissatisfaction with the fact that its stan-
dard of living is not rising fast enough (or even stagnating) which tends to curb excessive
industrial investments before the failure of the over-extended industrial investment pro-
grams can be fully acknowledged.

The ensuing period of reduction in such investment is then followed by a period
during which both standards of living and overall efficiency of the economy rise sub-
stantially. This period tends to end rather quickly. Despite regular 4-5% annual growth
in GDP, full employment, and full production-capacity utilization, the government tries
to accelerate industrial investment as soon as the previous round of popular discontent
has been forgotten.

The finding of this paper allows a further elucidation of the nature of the invest-
ment-consumption cycles in centrally planned economies. The consumption of and
demand for food are shown to be of crucial importance. Although it may be assumed that
the reader is familiar with the institutional framework within which the socioeconomic
performance of the planned economies takes place, two points may need additional com-
ment.

First, there is an absence of any automatic market mechanism capable of trans-
mitting signals about the consumers’ needs. The consumers’ incomes, rates of interest on
bank deposits (savings), prices, and actual supplies of consumer goods are determined by
the government. Since consumer goods tend to be in short supply, some black marketeer-
ing ensues, but this tends to be both limited (by low marginal utility of money) and
ignored by the authorities.

Second, there is some difficulty in learning what the actual demand pattern is. This
is brought about by both the inadequacy of the theoretical tools used in the demand
studies (disregard for the concept of utility) and the errors in the statistical observations
of consumption (consumption recorded is equal to demand plus unobservable spillovers
and is not simply equal to actual demand).

Both of these points mean that the government may be unaware that the observed
consumption of food (and apparent demand for it) might be, to a large extent, a spillover
due to the shortage of services and consumer goods. Hence, the government may be
supposed to believe that the length of the lines for food could be reduced by price in-
creases, accompanied by decreases in the price of nonfood goods and/or some income
compensations.

Figure 2 illustrates the phases of a typical investment—consumption cycle. This may
be viewed as similar to those Poland has experienced four times during the last thirty
years. The description of the motives for particular government decisions which are also
quoted could easily be substantiated by citations from official government statements
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Lines for food (visible)
' 3

y
Shortage of nonfood {invisible)

FIGURE 2 Phases of the consumption-investment cycle in a centrally-planned economy.

accompanying the application of particular measures, and also by study of the historical
data.*

The description of a single cycle starts with a situation of a relatively low level of
industrial investment activities. The consumers’ market seems equilibrated (through
adequate supplies of goods). This situation, apparently not promising any spectacular
economic miracle, is, however, the source of constant concern to the ruling party, and
in particular to the government.

Usually it is announcements by the governments of other centrally planned eco-
nomies, boasting of substantially higher shares in industrial investment and industrial
output, which precipitate a shift towards much higher rates of industrial investment
(point ¢,).

This move has two implications. The share of output represented by industrially-
produced consumer goods is reduced overnight. The manufacturing and construction
sectors are ordered to produce more industrial investment goods. (Since the production
capacity is fully utilized, a drop in production of consumer durables must follow.) At
the same time, the construction and utilization of the new industrial projects requires
either massive rural-urban migration or an increase in the share of the professionally
active segment of the population. (Even without new industrial projects there is full

* The estimates of “involuntary” consumption of food (Table 3) follow the extent of shortages of
nonfood goods in Figure 1. A precise specification of the curves of Figure 2 would, however, require
quarterly and not annual statistics of prices and consumption, since the cycles are usually completed
in only a few months.
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employment.) This, in turn, can be achieved only by offering much higher wages to
“newcomers”, This leads to an overall increase in incomes. As a result, the demand for
all goods is increased almost immediately. However, due to the Engel effects, the growth
in demand for nonfood goods is by far the greatest.

Thus, the supplies of nonfood goods are reduced just when demand for them is
increasing. With an unattractive rate of interest on savings and unchanged prices, the
shortage of nonfood goods affects the consumption of food: the process of spilling over
from nonfood to food markets sets in.

Since the shortages of nonfood goods are neither easily detected nor apparently
politically damaging, the situation may continue for quite a long time. Yet, at some
critical level, the spillovers clear the shelves of the food stores: the lines waiting outside
the butchers’ shops appear.*

These lines are, however, both too easily perceived and politically important, evok-
ing the image of the ultimate failure: hunger! The government’s first response to the lines
(when they surpass in length some “acceptable” level) is a sort of surprise. According to
the nutritional standards, and also in comparison with rich countries such as Sweden or
Holland, the levels of per capita consumption of particular food items are quite adequate,
so why should the population devour so much food? The answer to this paradox high-
lights not so much the shortage of nonfood goods as such items as *‘local traditions”,
“bad habits”, etc. To put things right, the government introduces the policy of gradually
increasing the price of food, combined with the income compensations that are thought
to be adequate and/or decreases in the prices of nonfood goods. This, however, only
worsens the situation: the amount of money spent on the nonfood goods becomes an
even smaller fraction of the disposable incomes, and the spillovers into food are intensi-
fied. In effect, creeping price-income “‘sanation” transforms into a race between rising
relative prices of food and lengthening lines for it. At some point (¢,) the lines become
so long that the government starts doubting its own statistics on the supplies of food.
(Actually, average per capita consumption may be very high. It is only the disorderly
purchasing system, with some buyers getting much more than average and others not
getting enough, which creates the image of the overall malnutrition.)

To relieve the situation the government introduces additional measures. Part of the
supply of industrially-produced consumer goods is diverted from the home market and
sold abroad. The proceeds are then used for additional imports of food. Once again, this
policy only aggravates the situation: the lower supplies of nonfood goods, sold at un-
changed prices, must bring about an even greater spillover onto the food market. This
market appears insatiable: neither increases in prices, nor increased supplies help a bit!

In the meantime (¢3) the government proudly announces that substantial progress
has been achieved in the completion of a number of giant industrial and mining projects.
While this does not console the consumers too much, the governments of other centrally
planned economies are clearly impressed.

At t4 the market disorder becomes unbearable. The government’s “economists”™

* There is evidence that some consumers buy more food than they would if there were other ways of
spending their money, or if they were more certain of being able to buy at a later date. This means
that later would-be purchasers may not be able to buy enough: shopping for food is thus reduced to a
form of hunting.
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declare a new doctrine: the consumers get accustomed to the gradual increases in the
prices of food. Hence, to reduce the “abnormal” demand for food a price “shock” (30-
50%) is needed. Now, to the government’s surprise (there is an income compensation tag
attached to the price “reform”), the population’s response appears hostile: the market
spillover transforms into a political one. (From an economic viewpoint the protests are
justified: the changes, if accepted, would aggravate the disorder beyond imagination.)

As a result of the popular resentment, the ruling party changes the government. The
population’s politically formulated demands for substantially higher supplies of consumer
goods, housing, health and education services, cultural goods (books, journals, revival of
subsidized artistic performances), travel, and leisure activities are met by the new govern-
ment. This is achieved by cuts in the production of investment goods and halts in many
giant projects that are underway (and which, even if completed, are likely to generate
more losses than profits). Additionally, foreign aid helps to restore the equilibrium —
with the unchanged prices (point ¢5).

What is important, however, is that no lesson about the nature of the crisis seems
to have been leamned from the experience. The cuts in investments are deeply deplored in
public by some economists and the mistaken idea of the inevitability of the revision of
the price structure (whereby the food would become expensive enough to guarantee
market equilibrium) is never abandoned.

These two elements, if present at ¢5, will, sooner or later, give rise to the next cycle.
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A NONLINEAR MULTISECTORAL MODEL FOR HUNGARY:
GENERAL EQUILIBRIUM VERSUS OPTIMAL PLANNING
APPROACHES
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Karl Marx University of Economics, Budapest (Hungary) and International
Institute for Applied Systems Analysis, Laxenburg (Austria)

1 INTRODUCTION

Recent years have witnessed a shift in macroeconomic modeling techniques. Parallel
to the use of traditional linear (input-output and programming) models, which concen-
trate on the production sphere, has been the development of more complex, nonlinear
models. These models are usually referred to as applied general equilibrium models. Such
models, both static and dynamic, have been developed in increasing numbers for develop-
ment planning and policy analysis purposes over the past few years.* The purpose of this
study is to investigate the possibilities and expected benefits of incorporating nonlinear
and multisectoral models of the general equilibrium type into the planning methodology
of socialist (centrally planned) economies.

This paper concentrates on the intratemporal rather than intertemporal equilibrium
and efficiency conditions of such models. Also, the models considered here possess a
lower degree of closure in their general equilibrium properties than most of the models
in this field. As the basis for discussion and comparison a model developed by Bergman
and Por (1980) at the International Institute for Applied Systems Analysis (ITASA) has
been chosen, for both its relatively simple structure and its close conceptual resemblance
to the optimal resource allocation planning models used in some socialist countries,
including Hungary.

The focus of this paper is on the techniques of applied general equilibrium models
with special reference to the Hungarian planning modeling experience. After this intro-
duction, the paper is organized into two main sections. Section 2 is a comparative
modeling exercise intended partly to bridge the gap between model-builders coming

* The basic ideas of a multisectoral general equilibrium growth model were laid down by Johansen
(1959). Full scale implementation of large, nonlinear models has become computationally feasible
only lately. Recent applications include the IMPACT project (see, for instance, Dixon et al., 1977),
Adelman and Robinson (1978), Bergman (1978), de Melo (1978), Dervis and Robinson (1978),
Kelley and Williamson (1980), and McCarthy and Taylor (1980).
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from different socioeconomic environments and partly to pave the way for the model
specified in Section 3. Although this paper is addressed mainly to planning modelers
from socialist countries, who are less familiar with applied general equilibrium modeling,
it is hoped that some of the conclusions of this exercise will also be of general value to
experts in this field. Section 3 describes a tentative general equilibrium model framework,
reflecting to a large extent — but of course in a simplified manner — existing planning
theory and practice in Hungary. Different parts of the model are defined so that they
can or at least could be incorporated into partial investigations concerning, for example,
price formation or physical resource allocation coordination in Hungary. There are,
however, a few places where the mathematical formulation differs from the “traditional”
form: this is mostly because of the nonlinearity of the model. The novelty of the model
outlined lies mostly in the fact that it integrates the above partial models into a con-
sistent framework and directly takes into account the interdependence of real and value
variables — a basic requirement not fully met by recently applied planning models in
socialist countries.

It should be emphasized that this paper is only a first step toward the use of more
advanced, applied general equilibrium modeling techniques in socialist economies. There
are many issues not raised here which are left for further research. Planning in socialist
countries is a complex social exercise. National planning itself is a highly decomposed
and iterative information processing system with many informal elements. 1t is a system
that involves several administrative and scientific institutions. Any model that is not
intended to remain a purely academic exercise must be carefully designed against that
background and find its proper place within that system. This means that constraints on
input and output data specifications must be recognized. It also means that one has to
find the proper phase and stage of planning that are most appropriate for model use and
the proper issues to which the model can be fruitfully addressed. These tasks are not
easy and a great deal remains to be done.

For the reasons given above, the model developed in Section 3 sets out only a
tentative and general (non issue-specific) framework of a multisectoral, static model.
Throughout the study, two possible planning applications for such a model were kept in
mind. One area of possible applications is the so-called coordination phase of a medium-
term plan. It is well known that, in Hungary, experiments have been made with linear
programming models* during this phase of planning (where the main aim is to establish
an overall consistency and optimality of detailed partial plans). The medium-term plans
are concerned with the allocation of resources and various consistency requirements in
the final year of a given planning period. The models are based on detailed planning
calculations and use linear approximations to represent the feasible movement around the
planned levels of some crucial variables. The aim of the investigation is to check the con-
sistency of the draft plan and to indicate various possibilities for increasing the efficiency
of the plan by a constrained reallocation of resources.

In this context, the proposed equilibrium model can be simply seen as a (partly)
nonlinear version of the above models, in which most of the data are derived from the
plan calculations or based on expert judgments. Another area of application could be the

* See Kornai (1974) for an account of the use and development of such models in Hungarian medium-
term planning calculations.
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early (forecasting) phase of planning, when the data of the model are, to a large extent,
based on statistical sources, and the model is used for generating possible directions for
detailed planning activity.

These are, however, just two possible areas. Taking into account the great flexibility
of the equilibrium models (in terms of their size and structure, the choice of the endo-
genous and exogenous variables, the issues focused on, etc.), these models are probably
worth experimenting with in other areas as well. For example, it is possible to simulate —
either ex post or ex ante — the likely effects of changing conditions that are exogenous
to the model. It is also possible to further develop the model for multiperiod forecasting
purposes. This could be done either by the use of “snapshot” techniques or by “dyna-
mizing™ the static model. In the first case the values of the exogenous variables and the
parameters of the model are independently forecast for some future years and for each
year a static model is solved. It seems to be promising in this context to experiment with
reference path optimization techniques (see Wierzbicki, 1979) by prescribing target values
for some of the endogenous variables as well. In the case of “dynamization” some exo-
genous variables (investment and capital stocks) are endogenized through intertemporal
relationships. These loosely defined alternative uses of equilibrium models would, how-
ever, require changes in their specifications from those used in the basic models in this

paper.

2 APPLIED GENERAL EQUILIBRIUM MODELS VERSUS OPTIMAL PLANNING
MODELS

This section is a return to the old theme of the existence of fundamental equiva-
lence between equilibrium solutions through a competitive mechanism and the optimal
solutions of a centrally planned resource allocation problem. This topic has been formu-
lated in many ways (e.g., in terms of welfare economics or a simple linear programming
model). Here it will be put into a slightly different context. First, it will be used to gain
better insight into the problem of how and where the analytical techniques used in
multisectoral general equilibrium models could fit into the current planning modeling
methodology of centrally planned economies. At the same time the exercise will help us
to understand better the working of the general equilibrium model (e.g., the determi-
nation of the consumption expenditure or the possibility of incorporating various
economic policy goals into a general equilibrium framework). Finally, in contrast to
most of the existing literature on the subject, special emphasis will be put on the con-
ceptual differences that lie behind the technical similarities.

The organization of Section 2 is as follows. First the basic features of a general
equilibrium formulation of the resource allocation problem are summarized within the
framework of a simple model economy. Second, within the same framework the problem
is then reformulated in a way familiar to socialist planning modeling practice. Next, some
of the fundamental technical similarities and conceptual differences are analyzed. Finally,
some observations are made about the problem of using smooth production functions in
macro planning models.
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2.1 A Simple Multisectoral General Equilibrium Model

For the purpose of the comparison, a general equilibrium model developed by
Bergman and Pér (1980) at IIASA has been chosen. Its static character, relatively simple
structure, and focus on allocational efficiency in the context of a small open economy
make it convenient for comparison with linear programming models developed in
Hungary for similar purposes. The underlying logic of multisectoral general equilibrium
models and their relation to some structurally similar optimal planning models will be
better understood if the resource allocation problem is reduced to its basic essentials.
Therefore, some elements of the Bergman—Pdr model, like foreign trade variables, govern-
ment consumption, and taxes, will be disregarded and energy inputs will be treated in the
same way as other intermediate inputs. (That is, energy is considered one of the inter-
mediate commodities.) By doing this, the above general equilibrium model is reduced to
the following simple form.

First the various (endogenous) variables and extraneous parameters that appear in
the model will be d$ﬁned. Commodities are denoted by i (i =1, 2,...,n) and sectors by
iGg=12,...,n).

Variables
X; Gross output in sector J,
Xn+p Total gross investment,
K; Capital stock in sector j,
N; Employment in sector j,
C; Consumption of commodity 7,
P; Price of commodity 7,
P,., Price of composite capital goods,
P} “Net price” (value added per unit) of commodity i,
W General index of level of wages,
W; Level of wages in sector ,
R General index of return on capital,
R; Rate of return on capital in sector f,
Q; User cost of capital in sectorj,
E Consumption expenditures.

Data
N Total labor force,
K Total capital stock,
I Total net investment,
a;; Input of commodity i per unit of output in sector j,
@; n+1 Input of commodity i per unit level of gross investment,
8; Annual rate of depreciation in sectorj,
w; Index of the relative wage rate in sector j,

i In the model each sector produces only one kind of commodity and each commodity is produced
by one sector only. Thus there is a one-to-one correspondence between the sectors and the com-
modities produced.
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f; Index of the relative rate of retum on capital in sector j,
b;, ¢; Parameters in the consumer’s demand function for commodity i.

With the symbols defined above the basic features of the general equilibrium model
can now be summarized. The arguments supporting specific formulations will not be
reproduced here — the reader is referred to the original paper (Bergman and Pér, 1980).
However, an attempt will be made to represent the model in a self-contained manner.

2.1.1 Commodities

There are n produced commodities in the model available for both intermediate
and final use, one composite capital good (which is used only for investment), and two
primary commodities (capital and labor).

2.1.2 Technology

The production technology is given for the sectoral commodities by the combined
Leontief-neoclassical formulation, used by Johansen (1959). The amounts of primary
commodities needed to produce X; units of commodity j are described by a linear,
homogeneous, smooth production function, thus allowing for substitution possibilities

Xj ZF}(NJ,KJ) (j=1,2,...,n)

The use of intermediate inputs is assumed to be proportional to the output level
of the produced commodity,i.e.

a;; X; (i=1,2,...,m;j=1,2,...,n)

The production of the composite capital good requires only intermediate com-
modities in amounts proportional to the level of gross investment (capital formation)

ai'n+an+l (l= 1,2,.. .,n)

The technology defined above exhibits constant returns to scale, therefore in
equilibrium the nonprofit condition must hold for each producing sector.

2.1.3 Market Behavioral Rules for Producers

Producers are assumed to maximize their net income (or profits), i.e., the difference
between their gross income and total costs. Total costs are made up of the costs of inter-
mediate inputs and of primary inputs. Capital is reevaluated at the current price on
capital goods in accordance with the rule

n
Pryy = Z Piai,n+l (1

i=1
Therefore, the cost of using capital (evaluated at base price) in sector; is given by

Q; = (3; + Rj)Pnsy = (8; + BjR)Ppy (2
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The introduction of different rate-of-return requirements on capital can be inter-
preted, for instance, as a reflection of lasting market imperfections. It will be shown that
this solution has effects similar to individual limits on sectoral capital inputs, which, in
turn, can be interpreted as limited intersectoral mobility of capital.

Introducing W; = w;W to represent the cost of labor, the net income earned by
producing X; can be defined by the expression

n
I; = PX;— X PayX; — W;N; — QiK; ®)
i=1

which is to be maximized subject to the constraint given by the production function
Xj = Fi(N;, K))

Substituting X; by F;(N;, K;) in eqn. (3) and differentiating the net income function with
respect to V; and K yields the necessary first-order conditions for an optimal solution:

P OF;/oN; = W; = w;W 4)
P} OF/0K; = Q; (5)
where P/ is the value added per unit of output j:'
n
Pl = F—} Pay (6)

i=1

1t can easily be seen that if eqns. (4) and (5) are multiplied with ; and X, respec-
tively, and then added, because of the assumed linear homogeneity of the production
functions, we have

which in turn implies that the net income must be zero in equilibrium (the nonprofit

or — more accurately — “non extra profit” condition).
If eqn. (7) is inserted into eqn. (6), after rearrangement we have

Pj = P,-a,-,- + anj + ijj (8)

s

1

The above price-formation rule strongly resembles the form that is used to determine

T Notice that if, instead of substituting X; by Fj in the net income function, a Lagrange multiplier is
used, then Pj* is the value of that multiplier.
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the so-called “two channel price system” familiar in socialist price-planning theory and
practice. This point will be discussed further below,

2.1.4 Consumer Demand
The demand for consumer goods and services is represented by a demand function

Cizci(Pl,Pz,...,Pn,E) (i=1,2,...,n)

where E is the total consumption expenditure, an endogenous variable of the model.* In
most applied models a simple or extended Linear Expenditure System (LES) is used

Cizbi‘l‘(ci/Pi)(E_‘inbj) (i=1,2,...,n) (9)

where b; is sometimes interpreted as the minimum (“‘subsistence’) consumption of com-
modity i, which must be fulfilled before the remaining income is allocated between the
various commodities depending on their relative prices and on the marginal propensities
to consume different commodities (¢;). [t is worth noting that such demand functions
can be derived on the basis of utility maximization theory assuming a Cobb-Douglas
utility function for the “surplus™ consumption

U= (Cl -'bl)cl (C2 - b2)cl U (Cn _bn)cn

and

2.1.5 The Physical (Real) Conditions of an Equilibrium

In this simplified model the state of the economy can be fully described by the
values of the endogenous variables. Among these, the variables X;, C;, K;, N; (which
can be called real variables) describe the production and use of different commodities.
Whether it is a centrally planned or a market economy (or a mixture of the two), the
above variables must fulfill certain “physical” conditions of feasibility. These conditions
incorporate commodity and resource balances and technological restrictions, and will
now be listed. The balance conditions will be given in the form of inequalities, and these
are more general than the equalities used in the Bergman-Pér model. However, if the
equilibrium price of a commodity is positive, then the corresponding balance inequality
must be fulfilled as an equality. The special assumptions of the Bergman-Pér model
guarantee that the prices of all commodities and resources will always be positive:

* The total expenditure in the model concerned is determined with no direct relationship to the
wages. Therefore one will get, in fact, endogenously determined tax and savings rates out of the
model, which could be quite absurd. The analysis of the linear programming model will shed some
light on the endogenous determination of the consumption expenditure.
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n+1 <) )
Y X +C = X; (i=1,2,...,n (10)
j=1
n (<)
Y 8K+ = X (11)
i=1
i (<)
> K=K (12)
i=1
n <)
Y N =N (13)
i=1

) _
Fi(N;,Kp) = X; G=1,2,...,n) (14)

Equations (10)—(14), together with the behavioral and pricing equations (1)-(9),
define a simultaneous system of equations that must be fulfilled by all equilibrium
solutions. It can easily be checked that all the equations are homogeneous in all prices
(both gross and net prices), wage rates, and total consumption expenditure. Therefore,
the general level of prices is indeterminate, i.e., it can be arbitrarily set. This can also
be checked by counting the equations and variables (7n + 4 equations, 7n + 5 variables).

2.2 An Optimal Planning Model Version of the Problem

A description of a typical planning model that seeks the optimal allocation of
resources in the framework of the above model economy will now be given. An economy-
wide planning model built into and upon the traditional planning methodology of a
socialist country would differ from the above general equilibrium model in several
respects. First, it would contain almost exclusively only “real” variables and relations
reflecting physical allocation constraints. Second, because the prices used in a planning
model are either constant or planned prices, forecast more or less independently of *“‘real”
processes, the interdependence of the real and value (price, taxes, rate-of-return require-
ments, etc.) economic variables would not be taken explicitly into consideration in the
model. Third, mathematical planning models in most cases closely relate to and rely on
traditional or nonmathematical planning. This means, among other things, that the values
of the exogenous variables and parameters, and also certain upper and/or lower target
values for some of the endogenous variables, would not be directly derived from statisti-
cal observations, but would be based on figures given by traditional planners.” (This is
not to say, however, that more or less sophisticated statistical estimation techniques

* This is especially true for the nation-wide programming models used in Hungary, where the basic
aim of the modelers is to check the feasibility and improve the efficiency of the plans elaborated by
traditional planners (see Kornai, 1974).
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would not be utilized, in combination with expert “guesstimations”, in traditional
planning.) And, finally, planning modelers in socialist countries tend to concentrate more
on the problems of how to fit their models into the actual process of planning and make
them practically applicable and useful. Therefore, applied planning models tend to be
simpler than those in the development planning literature both from the economic-
theoretical and the methodological points of view. The above list is, of course, far from
complete, but nevertheless, these are some of the major characteristics common to many
socialist planning models. These are also areas where the study of more sophisticated
development planning models (e.g., the general equilibrium models in question) may
provide useful suggestions for further development of socialist economic model building.

To illustrate this point a simplified planning model will be introduced which can
be viewed as a representative example of how the above resource allocation problem
would be modeled in a centrally planned economy. The variables in the present case are
the production levels of the various commodities (X;;7=1,2,...,n + 1), their con-
sumption levels (C;;1 =1, 2, ..., n), and the amounts of labor and capital allocation for
their production (NV;, K;;7 =1, 2, ..., n). All feasible resource allocation programs must
satisfy the commodity (resource) balance requirements and the technological constraints
given by inequalities (10)~(14). Beyond that, as mentioned earlier, the planning model
should reflect certain requirements set on the basis of traditional planning calculations.
Only a few representative solutions will be considered here. For example, the minimum
consumption of various commodities may be set as

C,'>Ci— (i=1,2,...,n)

where C;” may be taken as the planned target level, or possibly somewhat lower. Despite
the striking technical similarity between the assumed LES demand function in the
general equilibrium model outlined and the ““demand function™ implied by the objective
function of the planning model, there are basic, conceptual differences between the two
approaches. In the former, the b; terms are usually interpreted as “subsistence’’ or, more
accurately, “committed” consumption levels and assumed to reflect the preferences of
the individual consumers. Their values are, in principle, based on reliable statistical esti-
mates. In the latter, the C; terms are more or less arbitrarily set minimum target levels,
and thus they represent directly the planners’ preferences — their “commitments”.

The model-builders would also take into consideration certain limitations con-
cerning the possible intersectoral allocation of given primary resources. In the case of
capital, for example, the existing sectoral capacities may be taken as lower limits, while
calculations of the capital-absorptive capacities of the various sectors may indicate some
upper limits for the amount of capital allocated to any given sector. In a similar way,
lower and upper limits can be established for the number of workers employed in differ-
ent sectors.

The first thing that the model-builder would try to do with his model would be to
check the feasibility of the traditional plan and then to see if improvements could be
made. For the sake of simplicity, assume that “improvement” means an increase in con-
sumption. More precisely, the level of performance of the economy is measured by the
objective (welfare) function
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g(C) = (G —CP (G — C)e -+ (C— C)'

where Z7_; s; = | by assumption. The chosen objective function is thus formaily the
same as the utility function underlying the LES. Introducing C;* to represent the surplus
(incremental) consumption instead of C; — €y, the above function can be rewritten in a
simpler form

gchy = e ot

In most of the socialist planning models several different objective functions are
used to find alternative ways of improving the efficiency of the plan. The objective func-
tion corresponding to consumption increase in a linear programming model is usually the
surplus consumption (y) in a given structure. Thus, the consumption of commodity 7 is
given by the expression

C; = Ci +yc;

where ¢} indicates the surplus consumption of commodity i in the case of a one-unit
increase in the general level of surplus consumption. This formulation may be interpreted
in terms of consumer demand theory as a case where no substitutability between the
different commodities exists. Thus in this case the demand function is

n n
Ci = Ci_ + (C': Z ch}. EF— Z PjCj_)
j=1 j=1
Using the above specifications the optimal plan would be determined as the solu-
tion of a nonlinear programming problem in which function g(C) is maximized subject

to the following constraints

n+1

(P,) z a,-jXJ-+C,~_+C,-+<X,- (i=1,2,...,n) (IO)
i=1
n

Prsr) Y BiK;+I< Xy (1
J=1
n

(R) Y K <K (12)
ij=1

(R7,R}) K <K;<K} (Gj=1,2,...,n)
n

(W) Y. N;<N (13)

-
1
-
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W7, W) NFSNSNG (j=1,2,...,n)

®7) X; —F;(N;,K;) <0
(=1,2,...,n) (14)
X;,Cf L K;,N; >0

where the meaning of the old variables and parameters is the same as before, C; stands
for the amount of surplus consumption of commodity i, and Kf,Kf,N,-‘, Nf represent,
respectively, the lower (—) and upper (+) limits of K; and N;. The symbols in parentheses
denote the dual variables associated with the given constraints.

2.2.1 Shadow Valuation System and Shadow Behavioral Rules

Under reasonable assumptions the above problem will have a solution and all the
variables will have positive optimal values. In such a case the dual variables associated
with the various constraints (in parentheses) will, in the optimal solution, satisfy certain
conditions. These conditions may be derived by differentiating the Lagrange function
with respect to the primal variables, as indicated after each equation in parentheses (it is
assumed that the primal variables are positive).

Povy = L Piinuy @LAXpey) (1)

P =Y Pa;+P} (Gj=1,2,...,n) (dL/oX;) (6)
i=1

P; = 0g/oC} (G=1,2,...,n) (dL/2CY) (15)

Pj* aFJ/aNJ = W+(WJ~+—WJ-') (]= 1,2,...,}’1) (aL/aNJ) (16)

P} OF;[0K; = Pppy; +S+(SF—S7)  (j=1,2,...,n) (3L[3K;) (17)

Now it can easily be shown that the shadow prices given by the optimal dual solution
(satisfying the above equations) are, in fact, of the same nature as the equilibrium prices
and rates of return in the equilibrium model that has been examined. Also, it will be
shown that one can formulate behavioral equations from this model that are similar
to those of the general equilibrium model. After commenting on the interpretational
differences between the two models, some conclusions will be derived.

To see the formal identities of the valuation and behavioral rules in the two cases,
notice first that eqns. (1) and (6) of the equilibrium model appear in identical forms
in the dual version of the optimal planning model. Equations (4) and (5), which repre-
sent the necessary conditions for profit maximization, have eqns. (16) and (17) as their
counterparts; at first glance they seem to be quite different, but closer examination
reveals some essential similarities. Take eqns. (4) and (16) first, Although their left-
hand sides are identical, the righthand sides differ. In the literature on the design of
(linear) programming models for development planning (see, for example Taylor, 1975;



196 E. Zalai

Ginsburgh and Waelbroeck, 1979), the use of individual limits (like Lj, L}) is often criti-
cized because they “pick up shadow prices which have no clear meaning and which, since
all dual prices are independent, distort the dual solution” (Ginsburgh and Waelbroeck,
1979). In the present case, however, the shadow prices of the individual limits can be
given reasonable meaning in the light of the equilibrium model. Variable W can be inter-
preted as the general level of optimal rate of return on labor. Next, define

wj = W+ W —w)lw = 1+ W —W)w (GJ=12,...,n)

where the derived variable, cw;, may be interpreted as an endogenously determined index
of the relative optimal rate of return on labor in sector j.

Similarly, the dual variable S may be interpreted as the general level of the optimal
(shadow) rate of return on capital at base price. Thus one can calculate R = S/P,,,; so as
to get the same rate of return at current (shadow) prices, and

B = (S+S—SDIS  (=1,2,...,n)

can be interpreted as an index of relative rate of return requirement on capital in sector J.

It has not yet been shown that the solution of the optimal planning problem would
also imply the emergence of a set of special “‘demand” equations. This will now be dis-
cussed. Observe that the partial derivative of the primal objective function in eqn. (15)
can be substituted by the term (s;/C;") g(C*) where g(C™) is the value of the objective
function. Thus

P; = (s;/C)g(C*) i=12,...,n) (18)

Multiplying the above equations by the respective C; values and adding them together
yields

Y, PG = g(CY) (19)
i=1
On the other hand, total consumption expenditure is determined by

n n
j= i=1

Incidentally, this indicates how the level of total expenditure is endogenously deter-
mined in the general equilibrium model. Since there is only one consumer, the Pareto-
optimal solution will be simply that which maximizes the utility function, The
expenditure level will be determined by the value of this consumption bundle evaluated
at the equilibrium prices.

From eqgns. (19) and (20)



A nonlinear multisectoral model for Hungary 197

g(CY) = (E_ ijcj-) (G=1,2,...,n)
J=1

Finally, substituting g(C*) in eqn. (17) by the above value and solving the equation
for Cff yields

n
Ct = (s;/P) (E—ZP,.C,-) i=1,2,...,n)
j=1

Thus, the total consumption of commodity i is
n
C; = C7 + (si/P;) (E—ZP,-C;) i=1,2,...,n)
j=1

which is the demand function implied by the specifications of the optimal planning
model. The parameters of this are, however, evaluated on the basis of information pro-
vided by traditional planning calculations.

2.3 Technical Similarities and Conceptual Differences

The technical similarities of the programming models and equilibrium models
have been illustrated. There is only one point where the two models are not formally
identical. This is the “mechanism” by which the allocation of primary resources is
exogenously controlled. This is, in fact, the only deviation from the standard literature
in which primary factors are assumed to be perfectly homogeneous, with no constraints
on their intersectoral (re)allocation, It is even tempting to interpret these different
formulations as two alternative ways of reflecting the limited intersectoral mobility
of the primary factors. In an otherwise perfect market economy this immobility would
be indirectly expressed by varying rates of return on the primary factors. In a centrally
planned economy, on the other hand, this immobility would be directly accounted for
in terms of physical constraints. The planners would separate in advance the sectorally
committed (immobile) part of the primary factors from the mobile part.

Beside the word “similarity” (or “identity”) the adjective “technical” also deserves
attention. The formulation of a general equilibrium model is strongly influenced and
directed by abstract theoretical considerations. Both the structure of the model and
the numerical evaluation of its parameters depend heavily on, and should be consistent
with, theoretical assumptions, e.g., individual optimization behavior and marginal pro-
ductivity pricing. These are retained even though the model is usually built upon macro-
aggregates, to which the postulated microbehavioral rules cannot be mechanically applied.
Socialist planning model-building, on the other hand, tends to be more pragmatic. Linear
programming, for instance, is considered as one available technical device or framework
that may help planners to generate additional information by numerical thought experi-
ences. The term “optimal planning model” can be misleading in this context. The main
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role of programming models in planning, as indicated earlier, is in the coordination phase
of planning, where it serves the purpose of checking the consistency and efficiency of
the proposed resource allocation. Based on the available planning information, the model
is used for generating more efficient programs by allowing a limited reallocation of
resources and by formulating alternative objective functions.

Nevertheless, the main point of this exercise is that an optimal resource allocation
framework can be substituted by a simultaneous equation system, i.e., by a system com-
mon to most applied general equilibrium models. At this point, however, the question
arises: what are the possible benefits of such a transformation that justify the adoption
of more complicated solution techniques? The answer lies in the greater flexibility of
their formulation. A general equilibrium model can do almost everything that a pro-
gramming model can do, but in addition it incorporates considerations that are not
possible in a programming model. Of course, the usefulness of such a transformation
depends, to a large extent, on the overall specification and intended use of the model.

In Section 3 an attempt is made to demonstrate that in some aggregated nationwide
modeling exercises a general equilibrium framework allows for, among other things, much
greater flexibility in defining the relationships of the model variables and also a more
realistic description of existing price-formation rules, taxes, subsidies, etc.

One of the outstanding advantages of the equilibrium framework is that it may
provide ways for planners to achieve a better linkage between planning the real and the
value processes. These two main planning functions are usually quite separate both in
traditional planning and in modeling. Changes in relative prices, costs, tariffs, etc., are not
reflected properly in physical allocation models, while the effects of production, export—
import, and consumption decisions are not always taken into consideration in price-
planning models. Planning models in the form of a simultaneous nonlinear equation
system might prove to be especially useful in aggregate comparative statics analyses.
These models are useful because they can accommodate substitution possibilities and
prevent overspecialized solutions by means of a relatively small number of parameters,
unlike the linear programming models.

Two of the above-mentioned issues will now be considered further. One of them
concerns the possibility of having alternative economic policy goals to measure efficiency
gains in a general equilibrium resource allocation model in a way similar to the alternative
objective functions in a programming model. It should be clear from the specification of
the equilibrium conditions explained above that the model is not a completely closed
equilibrium system. Thus, for example, the distribution and redistribution of income do
not appear in the model. At the same time the total household expenditure and con-
sumption are endogenously determined. The programming reformulation sheds some light
on the nature of such a solution. Since every other possibie policy issue, such as net
investment, government consumption, levels of primary input usage, and current-account
balances are exogenously determined, practically all gains (resulting from increased
allocational efficiency) will show up as an increase in the level of consumer utility. In the
light of this consideration it becomes obvious that the same kind of general equilibrium
model can be made to reflect various other possible economic policy goals, e.g., increasing
government consumption or net investment, or decreasing deficit on current account,
etc. (The reverse case is also interesting, i.e., when exogenous changes cause a decrease in
the overall efficiency of the given economy. In such a case one could estimate losses in
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various terms.) It is also possible to build into the model some weighted sum of the
improvements. The incorporation of “objective functions” other than consumption
would only make necessary changes in the structure of endogenous and exogenous
variables or perhaps the introduction of some new variables and equations into the model.
By such simple modifications one can make the equilibrium model capable of handling
alternative policy objectives in the same way as the programming models. See also
Section 3 on this issue.

The second issue is related to price-formation rules. An equilibrium approach is
strongly favored here. The zero or nonprofit condition has appeared in both the equi-
librium model and in the programming model. The validity and usefulness of this assump-
tion are discussed in more detail in Section 3. However, it should be pointed out here
that, with technologies showing constant returns to scale, the optimal programming
model will always generate shadow prices that fulfill the zero-profit condition. On the
other hand, the equilibrium framework — with slight reinterpretation — allows positive
profits to be taken into account, even with constant returns to scale. The prices generated
in this way can reflect more accurately the real price-formation rules.

Finally, a few words to indicate our understanding of the term “techniques of
applied general equilibrium models”. General equilibrium theory, especially its theoretical
models possessing a high degree of closure and a rather narrow, mathematically oriented
scope of investigation, has been criticized from several points of view by many Marxist
and non-Marxist authors.* It is not always clear what the boundaries of general equi-
librium theory are, since it is capable of incorporating many partial models and tech-
niques that have been originally developed independently. Different economists
understand and relate to these problems differently; therefore it is useful to indicate
our interpretation of general equilibrium theory and models as well as their place among
the analytical tools available to economists. Two distinctions should be made, namely,
between general equilibrium theory and general equilibrium techniques on the one hand
and between pure and applied general equilibrium models on the other. These distinctions
are rather tentative.

General equilibrium theory, in our understanding, is an abstract representation of
the law of supply and demand placed within the framework of a simplified model of a
much more complex economic system.** Here, general equilibrium modeling techniques
imply the more or less standard analytical tools that can be used either in defining the
elements of a general equilibrium model (supply and demand functions, production
functions, programming models, etc.) or in the definition of, or the search for, an equi-
librium (e.g., complementary slackness criteria, fixed-point algorithms). A mode! using
general equilibrium modeling techniques can be completely outside the theory. For
example, consider the earlier discussion, where an attempt was made to demonstrate that
there is only a formal, technical identity between an optimal planning model and a neo-
classical general equilibrium theoretical model.

As is often the case, abstract general economic equilibrium theory differs in many

* See, for instance, Kornai (1971) for a systematic exposition of the most commo