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FOREWORD 

The paper deals with a method for the approximation of rather general discrete-time 
nonlinear filtering problems, which allows the evaluation of suitably chosen approxima- 
tion errors. The particular Herrnite polynomials expansion used for the approximation 
provide error bounds which may often prove better than those obtained by similar tech- 
niques. 
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ABSTRACT 

A finite-dimensional approximation to general discrete-time nonlinear filtering prob- 
lems is provided. It consists in a direct approximation to the recursive Bayes formula, 
based on a Hermite polynomials expansion of the transition density of the signal process. 
The approximation is in the sense of convergence, in a suitable weighted norm, to the 
conditional density of the signal process given the observations. The choice of the norm is 
in turn made so as to guarantee also the convergence of the conditional moments as well 
as to allow the evaluation of an upper bound for the approximation error. 
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HERMITE POLYNOMIALS EXPANSIONS 
FOR DISCRETE-TIME NONLINEAR 

FILTERING 

Giorgio Celant and Giovanni B. Di Masi 

1. INTRODUCTION 

We consider the following discrete-time partially observable process (zt, yt), zt, 

yt  E R, with zt the unobservable and yt the observable components, given for t = 0 

1,. . ., T on some probability space (R, 3, P) by 

where {vt) and {wt) are independent standard white Gaussian noises. 

Given a measurable function f ,  we shall be concerned with the solution to the filter- 

ing problem, namely the computation for each t = 1,. . ., T, assuming it exists, of the least 

squares estimate of f(zt) given the observations up to time t ,  namely 

where V :  = u{y, I s 5 t) .  

The filtering problem can be more generally described in terms of conditional distri- 

butions as follows. Given a Markov process zt with known transition densities p(zt I zt - 

and an observable process yt, characterized by a known conditional density p(yt I zt), it is 

desired to compute for each t = 1,. .., T the filtering density p(zt I yt )  where 

y t  := {YO, Yl,..., yt).  

A solution to this problem can be obtained by means of the recursive Bayes formula 



However, there is an inherent computational difficulty with this formula due to the 

fact that the integral 

is parametrized by zt E R. 

As it will be briefly reviewed in the next section (see also [5]), this difficulty disap- 

pears in all those situations when p(zt I zt - is a combination of functions separated in 

the two variables, i.e. 

and for such situations an explicit finite-dimensional filter can be provided. 

In [5] the computational advantage resulting from (4) was exploited in order to a p  

proximate p(zt ( yt) by means of approximating densities pn(zt I yt) ,  n 2 1, that could be 

explicitly computed in a recursive way. Such pn(zt I yt) were obtained by means of the re- 

cursive Bayes formula (3) using approximations to p(zt I zt - l) given by suitable nonnega- 

tive functions pn(zt 1 zt - of the form (4). Furthermore the approximation was such that 

an explicitly computable bound could be obtained for an appropriate approximation error. 

In addition, if f(-)  does not grow more than exponentially, then also E{f(zt) I q) could be 

approximated by $ f(zt)  pn(zt ( yf) dzt with a corresponding error bound. 

The practically important problem of deriving explicit error bounds for the nonlinear 

filtering problem was also studied in [3] for discrete-time problems and later [4] the results 

were extended to continuous-time problems (see also [2, 61 for different techniques that 

however do not lead to explicit error bounds). While in [3] the approximation is obtained 

by approximating the model ( I ) ,  the method followed in [5] consists in a direct approxi- 

mation to the solution to the recursive Bayes formula. 

The aim of this paper is to study a particular case of the technique described in 151, 

consisting in a Hermite polynomial expansion of ~ ( z ~  ( zt - This method provides an ap- 

proximation to the nonlinear filtering problem with improved error bounds with respect 

to those given in [5]. 

In the next Section 2 we shall review the results in 151 that will be needed in the 

sequel, while in the following Section 3 the Hermite polynomial approximation will be ex- 

amined in detail. 






















