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FOREWORD 

This paper deals with the creation of a thesaurus for information 
retrieval using fuzzy set theory. The author names the 
generalization as a fuzzy association. I t  is shown that the 
fuzzy association incorporates some current methods of indexing 
for bibliographic databases. An algorithm to develop the fuzzy 
association is given. A method of information retrieval through 
the fuzzy association is developed and two algorithms for this 
are discussed. 

Alexander B. Kurzhanski 
Chai rman 
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Algorithms for a Fuzzy Association Retrieval 

S. Miyamoto 

1. Introduction 

Since information retrieval inherently contains fuzzy 

aspects, fuzzy information retrieval has been studied by many 

researchers (e.g., Negoita, 1973; Tahani, 1976; Radecki 1979.) 

Nevertheless, these researchers have concentrated on theoretical 

aspects and few studies have been devoted to efficient algorithms 

and practical considerations for fuzzy retrieval. Nowadays 

various devices and software for databases and information 

retrieval have been developed. Therefore the theory of fuzzy 

retrieval should be put into practice by developing efficient 

algorithms for i t .  

A typical example of fuzziness in information retrieval is a 

fuzzy thesaurus. Conventional thesauri of an ordinary type 

(e.g., ERIC, 1980) can be considered as an a-cut of underlying 

fuzzy thesauri. Therefore, several researches have been devoted 

to this (Reisinger, 1974; Radecki, 1976). Moreover, the author 

has proposed an efficient algorithm for generating a 

pseudothesaurus for information retrieval that can include over 

10,000 different keywords as indices of documents in large-scale 

databases (Miyamoto et al., 1983). 



In this paper a concept of fuzzy association retrieval is 

proposed. An association for information retrieval incorporates 

the fuzzy thesaurus and other advanced indices. Namely, in view 

of recent researches on bibliographic databases, citation 

indexing, and the clustering of scientific articles (Garfield, 

1979) are considered. We show how associations for information 

retrieval are constructed. Effective algorithms for the 

construction of the associations are considered. 

Moreover, informat ion retrieval through the association is 

formulated. Two algorithms for fuzzy retrieval are considered. 

The first is based on hashing; the second on sorting, which is 

less efficient than the former, but easier to implement. 

Retrieved articles in the fuzzy retrieval should be ordered 

according to their relevance when displayed to a user. That is, 

a more relevant document should be printed prior to less 

important ones. Here we have a problem of ordering. Of course, 

this can be solved using a standard sorting tool. Moreover, we 

consider a method of classification, since exact ordering is not 

necessary for fuzzy retrieval in general. 

One significant feature of the approach herein is that fuzzy 

retrieval can be built as an extended feature of current 

sof twares for practical information retrievals. Its 

implementation is easy, since no modification on the underlying 

retrieval softwares of the ordinary type are necessary. 

2. Associations for information retrieval 

Let D = {dl,d 2,...,dm) be a set of articles in a database. 

X = (x1,x2,...,xn) and Y = (yl,y2, ...,y ) are two sets of indices 
P 



for articles in D. The sets X and Y may well represent the same 

set (X = Y) or not (X # Y) but they represent the same type of 

object (e.g., X and Y may represent two different sets of 

kewwords). In other cases they may represent two different kinds 

of objects (e.g., X may represent a set of keywords and Y may 

represent a set of citations). A function f(x,y): X x Y - >  C0,ll 

is called an association when the function shows grades of 

relationship between x and y, x& X, y &  Y. 

Before introducing the method of fuzzy retrieval, the 

construction of f(x,y) must be discussed. For this we need to 

consider specific situations. Therefore, we show in several 

examples how the associations are used in information retrieval. 

2.1 Fuzzy thesaurus 

A thesaurus in information retrieval is a sort of dictionary 

in which a title word is given with its associated words. 

Associated words are grouped into several categories. A typical 

example of a part of a thesaurus is given in Figure 1 ,  in which 

the category BT means broader terms. For example, "Logic" has a 

broader meaning than the title "MATHEMATICAL LOGIC". The 

category NT means narrower term: "Alghorithms" has a narrower 

meaning than the title. The category RT means related terms: 

"Computational Linguistics" is related to the title word. 

A thesaurus can be formalized by introducing two binary 

relations. Let X be a set of keywords and fR and fN be binary 

relations: fR, fN: X x X - >  (0,l). For x,y.zX, fR(x,y) = 1 iff x 

and y are related terms or, in other words, x is a related term 



of y and y is also a related term of x; fN(x,y) = 1 iff x is a 

narrower term of y. Moreover, we assume that BT is the inverse 

relation of NT: fNtx,y) = 1 iff y is a broader term of x. Note 

that fR(x,y) = fR(y,x>. 

MATHEMATICAL LOGIC 

UF Symbolic Logic 
NT Algorithms 

Mathematical Formulas 
Set Theory 

BT Logic 
Mathernat ics 

RT Computational Linguistics 
Game Theory 
Matrices 
Statistics 

MATHEMATICAL MODELS 

BT Models 
RT Diagrams 

Information Theory 
Mathematical Applications 
Mathematical Concepts 
Mathematical Formulas 

Figure 1 

Conceptually, i t  is easy to consider a fuzzy thesaurus as an 

extension of the above relations. Therefore we consider fR and 



fN as fuzzy relations: fR, f N :  X x X - >  [0,11 hereafter. Fuzzy 

thesauri as fuzzy relations have been considered in several works 

(Reisinger, 1974; Radecki, 1976). A fuzzy thesaurus may be 

defined directly by some manual procedure. On the other hand, 

frequently a thesaurus can be automatically generated or 

determined by a semiautomatic method (Salton, 1971) through a 

mathematical model that justifies the generation procedure. 

For example, in an earlier paper the author proposed a model 

of concept space to generate a fuzzy thesaurus or a fuzzy 

pseudothesaurus (Miyamoto et al., 1983). We briefly describe the 

model here, since i t  is applicable to any of the later examples 

in this section. 

Let Z = {zl,z2, . . . ,  z 1 denote a set of various concepts. 
9 

A 

function h : X - >  CO,llZ is assumed to be given; A measure ?4 is 

assumed to be defined on subsets in Z. In the sequel we assume 

that M is a measure of counting the number of elements on a fuzzy 

subsets: if h(xi) - - hij on z then M(h(xi 1 )  = Z hi j. There are 
j ' 

j 
different ways of defining fR and fN in this model. Here they 

are defined as (Miyamoto et al., 1983): 

In practice the set Z should be replaced by other sets. In the 

semiautomatic method of Salton (Salton, 1971) concepts of 



keywords are expressed by a set of characteristics that a keyword 

may or may not have. Specialists are asked to what extent these 

characteristics are relevant to a set of keywords. The results 

of the questionnaire are accumulated to define the function h. 

In short, in the semiautomatic method a substitute for Z of the 

concept set is considered. On the other hand, in the fully 

automatic method of Salton (Salton, 19711, and also in the method 

proposed by the author (Miyamoto et al., 19831, the set Z is 

replaced by the set D of articles. In the latter case the 

function h is defined by frequency of occurrence of a keyword in 

the articles. Specifically, if the frequency of occurrence of 

the keyword xi in the article d is represented as hij, then we 
j 

can define h(xi) = {hil/N,hi2/N, ... *him 1 ,  where N is a 

sufficiently large number such that 0 I hij/N I 1 for all i,j. 

Note that i t  is not necessary to choose actual value for N, since 

i t  disappears in the definition of fR and fN when the set 

operations are defined by the minimum and maximum. In the latter 

case the generated relation is called a pseudothesaurus (Miyamoto 

et al., 19831. 

Actual calculation of the values for fR and fN seems to 

require a large amount of computation when the numbers of 

keywords and articles are large. However, we have an efficient 

algorithm which will be described later. 

2.2 Bibliographic citations 

Recently, one of the main interests in the field of 

bibliographic databases has been citations. Bibliographic 



citations have been studied as indicators of scientific 

activities (Garfield, 1979). Moreover, clustering of articles in 

the Science Citation Index (SCI) has been considered and advanced 

indices based on bibliographic citations have been developed. In 

the clustering of articles based on citations, first a similarity 

measure on an arbitrary pair of cited articles should be defined 

in a database. The similarity measure is based on co-citations, 

which means that two cited articles have the same citing 

articles. Therefore, i f  the number of co-citations between a 

pair of cited articles is large, then the pair will have a large 

similarity value. A cluster of generated literature based on the 

co-citation measure has been considered as being a group of 

literature of special interest that cannot be clarified by other 

types of ordinary indices. Therefore,,the groups obtained by 

clustering can serve as a kind of advanced indice (Garfield, 

1979). 

The above considerations can be discussed in the framework 

herein. Moreover, the method herein suggests the possibility of 

association between a pair of clusters. 

Let X be a set of citations (cited articles) and D be the 

set of citing articles. The function h : X - >  CO,llD represents 

the grade of relevance of each citation to the citing articles. 

Note that the function h can be derived from the frequencies of 

occurrence of citations in the set of citing articles, as in 

previous work. Then i t  is easy to obtain a similarity measure, 

s : X x X - >  R+, based on the function h. For example, we can 

consider the measure fR in the previous example: 



There are many clustering procedures applicable to the set 

of citations and we omit the detail (cf. Garfield, 1979). We 

assume here that clusters of citations have already been 

- 
generated. Let z1 = ( ~ ~ ~ ~ . . . ~ x ~ ~ ~ ~  . . . ,  xK = {xK1 ].. . ,xKw) be the 
groups generated by the clustering. We do not assume that 

Z i M j  = d nor U Z i  = X .  These subgroups of citations can serve 

as a fuzzy index to the source articles in the database as 

follows. I f  we assume that h(xi) = {h il,...,him), then i t  is 

natural to define a fuzzy indexing function g : {Zi) - >  [O,llD as 

where N is the normalizing constant such that (1 Z h k t  ( 1 for 

all t ,  i. Again we need not determine the value of N ,  as shown 

below. That is, an association f between a pair of clusters in 

tF i )  can be defined using the above g: 

2.3 Association between keywords and citations 

The above two examples deal with associations between a pair 

of elements taken out of the same set, whereas the third deals 



with an association defined on two sets of different type. We 

assume that X is a set of keywords and Y is a set of citations. 

D Let k be a fuzzy keyword index function (k : X - >  C0,ll > and h 

D be a fuzzy citation index (h : Y - >  C0,ll > .  Then we define 

f : X x Y - >  CO*ll: 

Remark. When k and h are determined by the frequency of 

occurrence, the normalizing constants should be considered for 

both functions. I f  a common constant is chosen for h and k ,  then 

the constant disappears in the definition of f. On the other 

hand, if two different constants (e.g., Nk for k and Nh for h> 

are chosen, then we should determine appropriate values for them. 

The above three example show how recent considerations of 

advanced indices for bibliographic databases can be discussed in 

the present framework of fuzzy association. 

2.4 Algorithm for generating the associations 

Now, an algorithm to generate the above associations should 

be considered. For simplicity, the algorithm for computing fR 

and fN (equation (1)) is given here, but the algorithm is 

applicable to other examples with slight modifications. 

In the description of the algorithms below, the symbol 

(a,b,c> means a record with fields a, b,and c. The symbol 



((a,b,c)) means a set of records. A function Adtx) means the 

address determined by a hashing function (Knuth, 1973) for a 

given x. Two kinds of hashing functions are used. At each 

address Ad(txi,xj)), x i , x &  X ,  a record of two integers (N..,X..) 
J 1 J  1 J  

is stored; at each address Adtxi), x i &  X, a record (Fi) is 

stored. 

Algorithm for generating a fuzzy association: 

Input: a set of articles including the keywords in X. 

Output: The set of values for the fuzzy association ftxi,x.) for 
J 

all pairs xi,x. EX. 
J 

Al.(Initialize) for all xi and x J ' compute Ad(txi,x.)) and 
I J 

A2. for all articles represented by k 

or all xi and x that occur in article k make records J 
(xi,xj,fi,min(fi,f.),max(fi,fj)); J 

[Note: xi < x in lexicographic order, f i  means 
j 

frequency of occurrence of xi in k I 

A 3 .  for all xi and x 
I j 

End of algorithm. 



If we denote the average number of keywords per article by q ,  i t  

2 is easy to see that the amount of computation is Order(mq /2), 

where m is the number of articles. Since all the pairs of 

occurrences of the keywords in the set of articles is equal to 

2 mq /2, i t  is obvious that the above algorithm is optimal. 

Remark. The problem of collision in a hashing is not considered 

here for simplicity (Knuth, 1973). [I 

3. Information retrieval through associations 

Let us remember that D = {dl,d2, . . . ,  dm} is a set of 

articles, X = {xl,x,, . . . ,xn} and Y = {yl,y,, . . . ,y 1 are two sets - - P 

of indices, and f(x,y), x& X, Y E  Y is a fuzzy association. 

A function of indexing, T : D - >  2' is assumed to be given. 

That is, T(d), d & D  represents indices in X for a given article. 

A function U : X - >  2D is an inverse of T. Namely, d &  U(x) iff 

X E  T(d). The function U is realized as an inverted file in an 

actual implementation. 

Remark. In the previous section a set D of articles was used to -- 

generate associations. The set D there and here represent, in 

general, different sets, although the same symbol D is used. [ I  

Now, a fuzzy extension Tf : Y x D - >  CO,ll of the indexing 

function is considered: 

Tf(y,d) = sup ftx,y) 
X E  T(d) 

The fuzzy set {Tf(y,d>}, y& Y, represents the extended indices 

for the article d through the association f. 

11 



Then consider an inverse relation Uf: 

The function Uf is called here a fuzzy retrieval function. Note 

that the following equation holds: 

Uf(d,y) = sup f(x,y) 
d E U(X) 
all x & X  

To prove the above equation, note that 

sup f(x,y) 2 f(xf,y) for any X'E X such that d &  U(x') 
X E  T(d) 

and 

sup f(x',y) 2 f(x",y) for any x W &  T(d) 
d &  U(X') 
all x ' E X  

since d&U(x') iff x'&T(d). Taking the suprema of the right- 

hand sides of the above inequalities, we have 

Uf(d,y) = Tf(y,d) = sup f(x,y) 2 sup ftxt,y) 
x & T(d) d &  U(X') 

all X ' E X  

2 sup f(x",Y) = Tf(y,d) = Uf(d,y) 
x" E T(d) 

The equation ( 8 )  shows that fuzzy retrieval can be implemented 

through an inverted file and a file of the fuzzy associations. 

This means that fuzzy retrieval is easily implemented on an 

existing crisp type of information retrieval system by the simple 

addition of a file of fuzzy association. 



Remark. We have determined a fuzzy index by defining the supremum 

( 6 ) .  An alternative definition of the fuzzy index is possible, 

for example, by considering the average values of f(x,y) for all 

x &  T(d). In the alternative definition we can derive an equation 

like ( 8 )  and the fuzzy retrieval can also implemented through the 

inverted file U and the file of the fuzzy association. [ I  

Now, an algorithm for fuzzy retrieval is described. In the 

following algorithm, retrieved articles are displayed according 

to the order of relevance determined by the fuzzy association: 

an article with a larger value of f should be printed prior to 

that with a smaller value of f. 

Algorithm for fuzzy retrieval (outline): 

Input: a keyword y (y& Y). 

Output: the set of articles with the values of association 

{(d,Uf(d,y)) where Uf(d,y>#O. The retrieved articles 

are ordered according to decreasing order of Uf. 

R1. Determine values of Uf(d,y) for all documents d with 

Uf(d,y)#O and make a set of records {(d,Uf(d.y))). 

R2. Sort the set of records {(d,Uf(d,y>)) by the key Uf(d,y). 

End of algorithm. 

The two parts of the above outline of the algorithm should be 

described in detail. In the following we adopt a natural 

assumption that the number m of the articles may be large (e.g., 

lo5) but the numbers of elements in X and Y are not very large 

3 (e.g., 10 1 ,  and that the average number of x, which has positive 



values of f (f(x,y)#O) for an arbitrary y (denoted by t )  is not 

large (e.g., Order(10)). Moreover we assume that the average 

number of articles in U(x) for an arbitrary x (denoted by u) is 

not large: e.g., u = Order(10). 

An optimal algorithm for the first part, R1, uses hashing. 

We use the same symbol Ad(.) for the hashing function as that in 

the algorithm for generating the fuzzy association. 

R1.O (Assumption) Let us assume that at each record Ad(d), 

d & D ,  there is a record of the form (d,Uf(d,y)). 

R1.l (Initialize) at each Ad(d), d & D ,  let Uf(d,y) < -  0; 

R1.2 find all x with f(x,y)#O using a fuzzy association file; 

R1.3 for all x found in R1.2 

find all d &  U(x>; 

R2.1 accumulate all the records ((d,Uf(d,y))l with Uf(d,y)#O; 

R2.1 sort the records ((d,Uf(d,y>>l into decreasing order with 

the key Uf; 

R2.3 display the records according to the sorted order; 

End of algorithm. 

In the procedure R1.2 - R1.3 the amount of computation is 

order(tu1. The procedure is optimal, since we should examine all 

x with ftx,y)#O and all articles d&U(x>. A problem in the above 

algorithm lies in R1.l and R2.1, which require examination of 

every location of all d. In general, these parts do not require 

much computation time when techniques are used that depends on 



p a r t i c u l a r  c o m p u t e r  h a r d w a r e s .  When p r o c e d u r e s  R 1 . l  a n d  R2 .1  a r e  

c o n s i d e r e d  t o  b e  t i m e  c o n s u m i n g ,  h o w e v e r ,  a s o r t i n g  a l g o r i t h m  can 

b e  a p p l i e d  (Miyamoto  a n d  Nakayama,  1 9 8 6 ) .  

R 1 . l '  f o r  a l l  x w i t h  f ( x , y ) f O  
I 

f o r  a1 1 d  E U ( X )  IL make r e c o r d  ( d , f ( x , y ) ) ;  

R 1 . 2 '  s o r t  ( ( d , f ( x , y ) ) }  i n  d e w c r e a s i n g  o r d e r  by  t h e  f i r s t  k e y  d  

a n d  t h e  s e c o n d  k e y  f  t x ,  y ) ;  

R 1 . 3 '  scan t h e  s o r t e d  s e q u e n c e  ( ( d , f ( x , y ) ) } ,  f o r  a n y  s u b s e q u e n c e  

o f  r e c o r d s  t h a t  r e p r e s e n t s  t h e  same i n s t a n c e  o f  d ,  t a k e  t h e  

f i r s t  r e c o r d  a n d  d e l e t e  t h e  r e s t  o f  t h e  r e c o r d s  i n  t h a t  

s u b s e q u e n c e .  [ N o t e :  t h e  f i r s t  r e c o r d  i n  t h e  a b o v e  

s u b s e q u e n c e  r e p r e s e n t s  t h e  v a l u e  o f  U f t d , y ) . l  

R 2 . 1 '  s o r t  t h e  s e q u e n c e  i n t o  d e c r e a s i n g  o r d e r  w i t h  t h e  k e y  f .  

R 2 . 2 '  d i s p l a y  t h e  r e c o r d s  a c c o r d i n g  t o  t h e  s o r t e d  o r d e r .  

End o f  a l g o r i t h m .  

T h e  p r o c e d u r e  R 1 . l '  - R 1 . 3 '  r e q u i r e s  more  c o m p u t a t i o n  t h a n  R1.2 - 

R 1 . 3 ,  b u t  t h e  l a t t e r  a l g o r i t h m  d o e s  n o t  h a v e  a n y  s u b p r o c e d u r e  

s u c h  as R 1 . l  a n d  R2 .1 .  

I n  t h e  s e c o n d  p a r t ,  R2,  o f  t h e  a l g o r i t h m ,  f r e q u e n t l y  exact  

o r d e r i n g  i s  n o t  n e c e s s a r y .  I n s t e a d ,  i t  i s  n e c e s s a r y  t o  c l a s s i f y  

t h e  r e t r i e v e d  a r t i c l e s  i n t o  s e v e r a l  c l a s s e s  o f  g r a d e  o f  

r e l e v a n c e ,  e . g . ,  a c l a s s  o f  h i g h  r e l e v a n c e ,  o n e  o f  medium 

r e l e v a n c e ,  and  s o  o n .  S p e c i f i c a l l y ,  t h e  i n t e r v a l  C 0 , l l  s h o u l d  b e  

s u b d i v i d e d  i n t o  s u b i n t e r v a l s  C O , a l l ,  ( a l , a 2 1 ,  . . . ,  ( a  k - 1 * 1 1 -  



Retrieved articles with a i- l  < Uf (d,y) ( a , l , , k  forms 

the class C i .  Users of fuzzy retrieval may output the last 

class, Ck, or the last two Ck,Ck-l, and so on. If the number of 

retrieved articles is equal to 0 ,  i t  is obvious that the above 

classification needs a computational time of Order(@ ) ,  whereas 

an exact ordering requires that of Order ( P 1 og @ ) . 
A problem in the above classification is to determine 

parameters a . 
1 * i l k - 1  To consider this problem let us 

assume that articles in Cl, . . .  ,Ck are displayed. Then the 

following two cases should be considered. 

(1) Articles in C i  are ordered by sorting in class Ci ( l (  i 5 k) 

(2) Articles in C i  are randomly chosen one by one and printed, 

without sorting. 

Let us tentatively adopt the unrealistic assumption that we can 

control the number, p i ,  of articles in each class C i  arbitrarily 

by an appropriate choice of the parameters a l,.., cx k-l. Then we 

can show for both (1) and (2) that the choice of equal numbers of 

- articles in all the classes /3 = -...- - /3 is optimal in 

some sense. 

In case (11, the articles Cp- Ck should be sorted. Since 

the value of cannot be determined beforehand, we siould take 

P=1. An exact ordering without the above classification needs 

Order(P l o g P )  computation and sorting in class C i  needs 

Order(P logP i). We can show the inequality 



without difficulty. Moreover, the solution of 

min C P logP 
i= l  

subject to + + . . . + P k  = 0 ,  

0 2 0 ,  i=1,2,..,k 

- - is given by P 1  - 0, - ... - - 0 . The proof is a simple 

application of the Lagrange multiplier and is omitted here. 

Next, let us consider (21. In what sense are the 

- subintervals with P = 0 - . . . - - P, optimal? Here the 

articles in C i  are randomly chosen one by one and sequentially 

printed. An article may be printed at the end of the sequence in 

which members are randomly chosen in Ci. I f  articles in C i  are 

sorted, such an article may be printed at the beginning of the 

sequence. Thus, when we compare the order of articles in the 

sorted sequence and the order generated by random choice, the 

maximum difference for an article between the two orders is equal 

to P i - 1 .  Therefore, the maximum difference in the whole 

sequence given by C1,...,Ck, is max (0 i-ll. The i t  is clear 
llilk 

that the solution of 

min max ( P i  - 1  1 
l(i(k 

subject to /3 + l-3 + . . .  + P k  = P .  

P 2 0, i=1,2,..,k 

- is given by D l  = P - . . .  - - P k .  

Remark. In general, a large number of articles is found in one 



trial with fuzzy retrieval through fuzzy associations. Therefore 

a user should be informed of the number of articles in each class 

and of the values of the parameters c ~ ~ , . . . , a ~ - ~  before display 

of the retrieved articles. Moreover, since we cannot know the 

exact distribution of U f  for a set of retrieved articles 

beforehand, some method of estimating the distribution to give 

classifications with equal numbers of articles in each class, in 

an approximate sense, is necessary. [ I  

4. Conclusion 

The term association retrieval has been used in the field of 

library science (Lancaster, 1972). Here i t  is shown that various 

kinds of associations can be considered within a framework of 

fuzzy sets. Moreover, efficient algorithms for generating the 

associations and for retrieval through the associations are 

proposed. As noted earlier, the method of fuzzy retrieval can be 

implemented on practical information retrieval systems. Its 

implementation is easy with no drawback for the underlying crisp 

system. Furthermore, classification of the retrieved articles 

into several classes of grades of relevance is considered. Even 

in conventional thesauri of the crisp type, a retrieval through 

the thesaurus may lead to many articles that should be printed. 

Therefore, the above consideration suggests the introduction of a 

measure of relevance even for a conventional thesaurus. 
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