Costs, Impacts, and Benefits of CO, Mitigation

Y. Kaya, N. Nakiéenovié, W.D. Nordhaus, F.L. Toth
(Editors)

CP-93-2
June 1993

Proceedings of a Workshop held on 28-30 September 1992
at ITASA, Laxenburg, Austria

IIASA International Institute for Applied Systems Analysis 0 A-2361 Laxenburg &1 Austria
Dt Telephone: +43 2236 715210 o Telex: 079 137 jiasa a o Telefax: +43 2236 71313



Collaborative Papers report work which has not been performed solely at IIASA
and which has received only limited review. Views or opinions expressed herein do
not necessarily represent those of the Institute, its National Member Organizations,

or other organizations supporting the work.




Introduction

Y. Kaya, N. Nakiéenovié, W.D. Nordhaus, F.L. Toth

Most economic studies of energy systems and their development have fo-
cused on the classical question of allocating scarce resources. Over the
last few years, however, there has been a shift in emphasis from resource
constraints to environmental consequences and limitations. Energy-related
emissions — particularly greenhouse gases such as carbon dioxide — are an im-
portant contribution to growing concerns about global warming and adverse
environmental change in general. Policy measures advanced to alleviate en-
vironmental disruption, especially in the energy sector, encompass a broad
spectrum of techno-economic adjustments and social-behavioral responses.

Technological and economic measures for achieving environmentally
compatible development have been and continue to be studied. Great
progress has been achieved in modeling energy-economy interactions, pro-
ducing greenhouse gas emission scenarios, and estimating the costs of miti-
gation and emission reduction. On the other hand, there is great uncertainty
about the impacts of the anthropogenic global warming, possible adaptation
measures, and their associated costs. There are a few studies on the com-
parative assessment of mitigation and adaptation costs, and the potential
benefits of these measures. Since these are all long-term issues ranging into
the next century, their assessment also requires a degree of understanding
of possible development paths the world may take in the absence of global
warming. These development paths could then be used as a reference against
which to measure mitigation, impacts and adaptation. Furthermore, it is of-
ten difficult to compare studies due to different assumptions, methodology,
and temporal and spatial scales.

A three-day international workshop on “Costs, Impacts and Possible
Benefits of CO,; Mitigation” was held in October 1992 to review current
research and analysis of economic costs and possible benefits of measures
for responding to global climate change, and to critically evaluate knowl-
edge gaps and future research activities. The workshop was co-organized
by the Japanese Central Research Institute of the Electric Power Industry
(CRIEPI), the International Institute for Applied Systems Analysis (IIASA),
the National Science Foundation (NSF), Yale University, and the Energy
and Industry Subgroup of the Intergovernmental Panel on Climate Change
(EIS/IPCC). Some 80 scientists, mainly economists, from more than 20
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countries participated in the workshop, including many of the foremost re-
searchers working in the field. (The workshop was followed by a two-day
meeting on technological issues related to climate change organized jointly
by IIASA and EIS/IPCC. Many of the participants stayed for the subsequent
workshop.)

The workshop was opened by Peter de Janosi, Director of IIASA and
Akira Yajima, Vice-President of CRIEPI. After brief introductory state-
ments by the workshop organizers, Bert Bolin, the Chairman of the IPCC,
began the proceedings by stating that in the future the IPCC would un-
dertake economic analyses of climate change with the same vigor that it
has demonstrated in its other scientific assessments, and that this workshop
marked the beginning of this effort. Subsequently, the new Working Group
II1 of the IPCC was organized and includes economic assessments in its
activities.

The workshop was organized in the form of five sessions covering the
economics of climate change, its impacts, mitigation costs, policy instru-
ments, and modeling issues. Each of these sessions started with two or three
invited papers and contributions by invited discussants, followed by general
discussion. The four parts of these proceedings reflect the written contribu-
tions and discussions of the five workshop sessions. They are preceded by an
introductory paper to this volume that summarizes both these proceedings
and the findings and discussions of the workshop.

We would like to extend our thanks to the workshop participants and
contributors who provided the essential intellectual substance during the
sessions and discussions, and to the co-organizing institutions which pro-
vided the financial support to bring such a distinguished group of scientists
together. We are also deeply indebted to Lourdes Cornelio, Sarah James,
Christina Kugi, and Lieselotte Roggenland for their valuable help and assis-
tance in the preparation of this volume.
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Measurements for Measures:
Current Economic Analyses of Climate Change

Ferenc L. Toth*
ITASA, ECS, Laxenburg, Austria

Economic analyses related to various aspects of global climate change have
received increasing attention over the past few years from audiences both
within and outside the economics profession. The wide range of issues in-
volved in the problem commonly called “global warming” has lured a large
variety of studies that seek to clarify specific aspects of the problem. Results
have been summarized in a few books so far, but the bulk of the research
has been scatteringly reported in numerous journals, institute reports, and
mimeos. There is clearly a need from time to time to take stock of the re-
sults, sort out knowns and unknowns, and identify promising future research
directions.

ITASA’s intention with organizing the International Workshop on Cost,
Impacts, and Possible Benefits of CO, mitigation in September 1992 was
precisely this. In retrospect, and looking at the impressive collection of new
results embodied in the subsequent papers in this volume, the workshop
fulfilled its goals. It has become the latest member of a series of important
meetings of which earlier ones were reported in, for example, Dornbusch and
Poterba (1991), Wood and Kaya (1991).

The present overview has two major objectives. First, it is intended to
provide a short review of the papers included in the volume and explain the
logic behind their arrangement. Second, it attempts to put the workshop
and its product into the context of the current global warming debate. My
summary is explicitly not intended to steal the thunder and present results
of individual papers. I think they are all worth reading for their own merits.
What is offered here is rather an overview of the variety of approaches,
some very new and innovative, the diversity of opinions, views, and value
judgements. The summary is hoped to be useful for readers by providing an
overall framework for the collection and some background information about
each paper.

Section 1 is addressing general issues of global warming economics and
policy by reviewing papers in Part 1 of the book. The next section is dealing

*This paper has greatly benefited from the thoughtful comments of Bill Nordhaus. Com-
ments by N. Nakiéenovié, M. Clark, and G. Klaassen are also gratefully acknowledged.
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with impacts and damages largely based on papers in Part 2. There we find
three different extensions of damage assessments: one across geographical
regions, another one across macroeconomic sectors, and the third covering
global agricultural production. Section 3 is devoted to studies estimating
costs of a large variety of proposed measures to reduce CO, emissions. It
is based on global models in Part 3 of the volume. Regional and national
estimates of CO, abatement costs follow in the next section by reviewing
papers in Part 4. Finally, Section 5 provides a short summary of the new
developments in the economic analysis related to climate change.

1. General Issues (Part 1)

The primary objective of the workshop was to review what kind of advice
can state-of-the-art economic analysis provide in 1992 for present-day GHG
policy. The result may appear to be surprising to some: damages from
CO; doubling are relatively modest while the costs of significantly slowing
global warming are relatively high. This conclusion was supported both by
comparing results from a variety of empirical studies that assessed potential
damages from climate change and costs of different GHG mitigation options,
and by several conceptual studies evaluating the economic costs and foregone
benefits of early vs. delayed action with a view to different time schedules
of information acquisition and learning about the climate system and the
magnitude of damages.

This general statement entails two immediate qualifiers. First, it by no
means implies the overall inclination of the economics community toward
inaction about the potentially serious threats associated with anthropogenic
climate change. Mankind as a whole or individual societies may decide to
undertake various sorts of actions to mitigate greenhouse-gas (GHG) emis-
sions at any level of costs they find affordable, but proponents should, at
least at this point, not rely on economic analysis to supply ammunition.
Action based on ecological concerns (nature is fragile), moral principles (it
is unethical to plunder nature), or any other a priori consideration might
be perfectly legitimate, as they are in numerous other cases ranging from
workplace safety to protecting the stratospheric ozone layer which did not
pass the test of balancing marginal costs with marginal benefits.

The second qualifier is related to the acknowledged shortcomings of dam-
age and cost assessments conducted so far. I return to these problems later,
but it should be noted here that only part of the criticism leveled at these



studies stem from purely economic grounds; most objections arise from ex-
ternal, non-economic considerations. There is little room for constructive
debate when criticism stems from a different set of axioms.

This topic leads to a more general debate that constitutes the major line
of division in economic analysis of environmental problems. It was prevalent
at the workshop and it is also apparent in the papers collected in this volume.
One approach is rooted in neoclassical mainstream economics and attempts
to gradually extend the scope of analysis to include environmental spillovers,
in our case the measurable and quantifiable damages of climate change as
well as the costs of averting or at least delaying climate change. The starting
point of the other approach is an incomplete understanding of ecological sys-
tems from which hard constraints are derived and imposed on the economy
with little respect for the relative costs and benefits. In the climate case it is
ultimately to stop GHG emissions and prevent climate change. A superficial
expectation might be that the two viewpoints are approaching each other
and will meet sooner or later, but this is only a tempting illusion.

Differences in the attitudes and problem perceptions underlying the
above division are apparent in legislative procedures and in economic anal-
yses required to support them in different countries. The precautionary
principle has been adopted for environmental politics in many countries. It
calls for early actions as opposed to waiting for complete scientific certainty
and regards any potential environmental damage intolerable. In our case it
implies that climate change must be prevented. If this is the starting point
then assessments of potential impacts and damages are practically irrelevant
and the scope of analysis is restricted to finding the least expensive policy
instruments to reach this objective.

In contrast, if the principle is that policy measures must pass a benefit-
cost test then damage estimates become equally important but, unfortu-
nately, the complexity of analysis increases by an order of magnitude. As
they gradually evolved over time, benefit-cost analyses proved to be increas-
ingly effective for short-term, local, relatively simple environmental decision
problems. It takes a large amount of determination to use this tool for long-
term, large-scale, and complex environmental problems like climate change.
Yet, in the absence of more appropriate tools, we need to try to improve
the ones we have rather than imposing arbitrary constraints on our policy
proposals. Some papers in this volume document recent improvements in
traditional damage and cost estimates, others propose and demonstrate the
viability of profoundly new approaches.

A closer look at the literature of economic analysis about global warming
shows major imbalances.




First, the number of studies estimating the costs of GHG/CO; mitiga-
tion strategies is overwhelming compared to the number of efforts assessing
the benefits.

Second, cost studies largely rely on rigorous analytical tools, in most
cases a single, sophisticated and thoroughly tested computer model, as op-
posed to damage estimates that need to rely on a variety of fragmented and
in many cases self-contradicting impact assessments to derive an aggregated
damage result. Impact assessment studies tend to focus on one specific crop
in one region, inundation and property loss from sea level rise in another, and
water resources in a third. Moreover, many studies analyze impacts under
a 2 x CO; equivalent climate! and, at the same time, carbon fertilization
effects of a 2 x CO, concentration.

Third, the evaluation of mitigation costs over time has proven to be
possible by integrating the most important macroeconomic dynamics (GDP
growth, productivity improvements, energy use) into the overall framework
of analysis. This way, future costs of various abatement strategies are related
to projected future GDP values and baseline emission trends. In contrast,
impact assessments and thus damage estimates tend to focus on 2 x CO,
climate scenarios and superimpose them on present-day economic and tech-
nological conditions.

Finally, and to a large extent explained by the previous points, the
spread of results is much larger for damage assessments (in terms of poten-
tial GDP losses due to an assumed level of global warming) than for cost
estimates (using the same terms to measure economic losses from a specified
rate of reduction in CO; emissions). This seems to hold despite the appar-
ent gap between results of top-down and bottom-up models applied in cost
estimates.

No wonder that these imbalances invite a lot of criticism when the results
are integrated into a benefit-cost framework. They also point toward the
need for further improvements on both sides, and probably for profoundly
new approaches on the damage side.

Beyond obvious differences in the multitude of factors to be considered
and in the complexity of the analysis in damage vs. cost estimates, one
possible explanation for the above imbalances is that for the latter it was
possible to extend earlier energy-economic models (both macroeconomic and
engineering types) by incorporating additional constraints in the form of di-
rect emission target levels or incentive-based instruments, like carbon taxes.

!That is, global climate change induced by an elevated concentration of all radiatively
active trace gases which corresponds to the effects of doubling the CO; concentration in
the atmosphere.




Another motivation may have been that cost assessments and studies of dif-
ferent cost reduction schemes (permit trade, tax revenue recycling, etc.) will
be important on their own right (and regardless of the damage results) if
there will be a policy decision to undertake emission mitigation strategies for
other than or beyond purely economic reasons. It is difficult to tell whether
due to the convenience of availability of well established models or due to
the perceived need for these kinds of results even in the absence of full cost-
benefit justification, but cost studies are certainly by far the most advanced
area of greenhouse economics and modeling,.

Several papers in the volume review the current situation in greenhouse
economics and policy. Papers in Part I can be divided into two broad cate-
gories. Following an introductory statement by Yajima (this volume), Nord-
haus and Cline address practical problems related to climate policy. Peck
and Teisberg, and Kolstad shed light on the conceptual problems of decision
making under significant amounts of uncertainty but with the possibility of
learning.

Nordhaus (this volume) focuses on the level and type of policy interven-
tions that can be proposed on the basis of results from the relatively few
systematic benefit/cost analyses completed so far. He also provides a long
list of issues where the reduction of our vast ignorance might profoundly
change both terms in the cost/benefit balance. His aversion for hasty and
overambitious GHG control policies is based on empirical cost /benefit calcu-
lations, but it is also supported by a conceptual study presented by Peck and
Teisberg (a summary in this volume based on Peck and Teisberg, forthcom-
ing) who explore the relationship between the value of information about
impacts and damages and the optimal time path for emission control.

The two-year period before the UN Conference on Environment and
Development in Rio de Janeiro in June 1992 was characterized by mixed
expectations about the coverage and stringency of a global climate conven-
tion that had been expected as a major product of the meeting. Similarly,
the post-Rio period has witnessed mixed evaluations of the actual outcome
(Parson et al., 1992; Haas et al, 1992). Cline (this volume) evaluates the
Framework Convention on Climate Change in a broader context of long-term
evolution of efforts to mitigate climate change and with a view to new results
in atmospheric sciences and economic analysis.

While Peck and Teisberg use exogenously specified dates of when un-
certainty about global warming damages is resolved, Kolstad’s model (this
volume) includes a dynamic learning process. His study is based on an ex-
tended version of the DICE model developed by Nordhaus (1992a) and covers
two basic processes considered irreversible over a reasonable time horizon:



emissions (because CO; remains in the atmosphere for a long period) and
mitigation investments (which are practically lost if they turn out to be
unnecessary after they had been committed). His results provide fascinat-
ing insights into how relative time-paths of the learning process and major
emission reduction commitments might influence the magnitude of economic
losses from over-action vs. inaction.

2. Impacts and Damages (Part 2)

The shape and relative position of the damage function synthesizing measur-
able economic damages of climate change impacts is determined by a broad
range of geographical, socioeconomic, and technological factors. The dam-
age function is bound to change over time as those factors change even if the
underlying climate change scenario remains the same.

The economic impacts of climate change are generally thought to be
negative. Some negative impacts will be offset by positive effects in the
same sector or economic activity, e.g. yield losses due to reduced maturation
period partly offset by the atmospheric carbon fertilization effect, or part of
the increased demand for space cooling in the summer will be offset by
reduced costs of space heating in the winter if average temperature increases
hold across the whole year evenly. Other negative impacts in one sector
might be partly or fully compensated by positive impacts in other sectors in
the same national economy. Very few studies dared to estimate the positive
impacts of warmer climate, and even fewer the economic benefits associated
with them.

Considering the long-term trend of human activities becoming less
vulnerable to climatic fluctuations and climate in general (Ausubel 1991,
Schelling 1992), actual damages even in 30 but certainly in 50 to 100 years
will inevitably be lower than damages calculated by superimposing whatever
future climate on today’s economy. The general pattern is global although
if we assume a saturation pattern in increasing climate-independence as a
result of economic development, the autonomous rate of decrease in climatic
vulnerability will be higher in developing countries, that is in regions that
are thought to be the most vulnerable to climate change today.

A considerable part of the negative impacts can be offset by adapta-
tion. Parallel to decreasing climatic vulnerability, adaptation capacity is
also bound to increase with economic development, again in regions where
losses associated with global warming are expected to be highest.



There are several aspects of adaptation that make the assessment of
this damage reduction potential difficult and largely non-existent up until
now. First, the size of adaptation costs depends on the timing of adaptive
measures relative to the visibility of impacts. Proactive adaptation is much
cheaper than “see and react” adaptation. For example, abandoning long-
term programs the results of which might be eliminated or severely degraded
by climate change, and supporting social processes that enhance adaptive
capacities at the farm, local, and regional level are obviously cheap proactive
adaptations.

The second factor to consider is the positive spill-overs from any form
(proactive or see and react) of adaptation. If adaptation measures produce
benefits in addition just to offsetting the negative impacts (and in many
cases there is evidence that they would) these “extra-benefits” should be
deducted from the cost accounts which should include direct adaptation
costs only, similarly to the “netting-out” the monetary value of positive
spillovers from the total abatement costs. Numerous no-regret adaptation
strategies can be identified in natural resource management (protective and
rehabilitative measures), economic policy (modified price, subsidy, export,
and import strategies), institutional mechanisms (legal and government sys-
tems), research and development (in agricultural, coastal-protection, and
water management technologies), and many other areas (see Toth, 1992).

One major problem with climate impact assessments as practiced today
is the apparent contrast between the very detailed climate change scenar-
ios (e.g. daily temperature, precipitation, and other data under 2 x CO,
equivalent climate) and the very casual treatment of future socioeconomic
and technological development patterns. In agriculture, for example, the
evolving patterns of climate change will be intertwined with other dynamic
processes affecting the resource base (degradation and depletion), with reha-
bilitation and redevelopment efforts (drainage, land reclamation), and with
other factors in the social and economic system (values, laws, technologies,
cultural practices).

In general, what are badly needed for the next round of global warming
impact and damage assessments are careful and imaginative baseline studies
of socioeconomic development in the absence of climate change. Scenarios
and assumptions about climate change superimposed on these dynamic base-
line scenarios would provide more realistic assessments of the actual threats
and potential damages. These studies would also serve as a more realistic
basis for evaluating adaptation options, their costs, and their non-climate
related benefits. Finally, these scenarios could serve as a more realistic
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framework for improved cost estimates as future options for more or less
aggressive carbon abatement could be simultaneously assessed.

Creating these detailed, long-term scenarios is no mean task. It is rela-
tively easy to construct global and regional scenarios by assuming different
rates of change in various macroeconomic indicators, efficiency and diffusion
parameters. It is much more difficult to depict what agriculture may look like
in the Muda region of Malaysia (currently providing the bulk of the country’s
rice production) or in Mauritius (currently earning half of the export income
from a single commodity, sugar) in the year 2030 or 2050 in terms of land
ownership and farm size, level of mechanization and chemical control, types
of management practices at the farm level; and the nature of agricultural
policy (cheap food, liberal, protectionist) and control tools at the macroe-
conomic level. Yet, all these and probably much more is needed in order to
conduct realistic impact assessments which include the broad future range
of adaptation options with their associated costs, and to construct an em-
pirical damage function as a realistic measure of climate impacts. The first
attempts have already been made in this direction with moderate success;
see for example the MINK Study by Resources for the Future (Rosenberg
and Crosson, 1991; Rosenberg et al., 1992) and UNEP’s study in Southeast
Asia (Parry et al., 1992; Toth, 1992), yet there is a need and plenty of room
for further improvements.

The first serious and systematic effort to quantify economic damages
from climate change (Nordhaus 1991b) seems to have become a benchmark
or reference point to several other studies, results of which were presented
at the conference. Many authors criticize the Nordhaus estimates for its
omissions and limited scope (see, for example, Cline, 1992 Chapter 3, who
also provides his own estimates which are somewhat higher than those of
Nordhaus; Ayres and Walter, 1991); others followed its basic principles and
extended it to other world regions. One such extension is by Fankhauser
(this volume) to the global scale which is interesting because some of his
major world regions overlap or are reasonably close to the world regions
used in the cost assessment studies (see Part 3.)

The convenient and customary direction of climate impact assessments
is “bottom-up”. They typically start with one or more agricultural crop(s)
in one or more small region(s), then aggregate at the level of economic
(sub)sectors and larger regions, and finally, if regional coverage permits,
synthesize results at the scale of the national economy (see Parry et al,
1988; Carter et al., 1992). Point estimates of the damage function pegged to
the 2 x CO; and other prominent benchmarks, and the partial equilibrium
framework to analyze their economic implications provide useful first grade
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estimates. Nonetheless, the long-term dynamic interaction between the evo-
lution of the climatic system and economic development calls for a dynamical
version of the damage function. Moreover, in addition to direct impacts on
sensitive sectors and associated costs, economic impact assessments should
also include indirect and induced impacts of climate change. Scheraga et
al. (this volume) use the dynamic, general equilibrium Jorgenson-Wilcoxen
model and present the first “top down”, dynamic analysis of total economic
impacts of a small set of climate-induced changes (rise in agricultural produc-
tion costs, rise in electricity costs, and rise in expenditures associated with
coastal protection). Despite the numerous caveats suggested by the authors,
the approach is a major step towards improved impact and economic dam-
age assessments. Here again, the reader should compare results from this
state-of-the-art general equilibrium model with other damage assessments in
this volume and elsewhere.

There is a consensus that agriculture will be the economic sector most
severely affected by global climate change. Acknowledging all the flaws of
past agricultural impact assessments, they provided at least a baseline for
a primary economic evaluation of the impacts. While the Scheraga et al.
study discussed above takes agricultural impacts and calculates cumulative
effects within a single economy, Fischer et al. (this volume) follow a different
approach. They take farm and national level impacts from many countries
and several world regions and use a global agricultural-economic model to
analyze effects on and adjustment processes within the world food and agri-
cultural system. Given the magnitude of changes in the global food supply
projected by this study, global climate change does not appear to be the
major threat to feeding this world.

Ever since economists began attempting to formulate a rigorous analysis
of the cost and benefit balance involved in global warming, their results have
been received with suspicion and criticism. Grubb (this volume) provides an
excellent summary of the various kinds of criticisms leveled at damage esti-
mates using the 2 x CO; benchmark level. Jansen (this volume) extends this
criticism by addressing issues like substitutability between climatic and eco-
nomic utility and the threats of irreversible ecological changes. Yet, critics
have so far failed to present convincing evidence for a systematically pre-
pared damage assessment resulting in much higher damage costs and thus
significantly higher benefits from GHG abatement.

One popular and recurring item of criticism leveled at the monetary
assessments of climate change induced damages is the neglect of such anal-
yses for non-economic goods, environmental services and amenities outside
the national accounts. The problem is, of course, that their current value
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is in itself difficult to determine, let alone their future value. Attempts to
impute some monetary value based on their estimated contribution to past
and present economic wealth generation or based on their current manage-
ment often lead to surprising results. In Malaysia, for example, whatever is
left of the mangroves today will have disappeared due to coastal develop-
ment long before see level rise induced by global warming. Similarly, coral
reefs in many regions of the world have been and will continue to be under
much more severe threats from illegal fishing methods (poison, dynamite)
and other mismanagement than from rising sea level. A proper balancing
of our limited resources spent on environment should direct money where
it buys the largest amount of protection or prevents the more likely dam-
age. In many cases and in many countries, it is not the mitigation of global
warming.

It is clear from both the admittedly imperfect damage estimates and
their critical reception that innovative new approaches are badly needed to
support economic impact assessments. One such attempt is presented by
Mendelsohn et al. (this volume). The authors are dissatisfied with the pro-
duction function approaches based on agronomical crop-development models
that tend to bias upwards crop losses and thus significantly overestimate re-
lated economic damages by ignoring a broad range of adaptation options.
They propose a market-based approach that relates climatic conditions to
farm-land prices and thus to (Ricardian) land rents. The Ricardian approach
captures all long-term market adaptations and eliminates the upward bias
inherent in damage estimates based on production functions. The modelers
mobilize huge data sets in order to capture the rich diversity of factors af-
fecting the geographical allocation of agricultural production and land use,
and some of their conclusions are clearly instructive. Yet, application of the
Ricardian model may prove to be more difficult in other countries and world
regions where important assumptions of the model (perfect competition for
land and associated equilibrium in land prices, and perfectly competitive
input and output markets) do not hold and/or data to estimate the model
are simply not available.

Persistent problems in empirical studies, whether traditional or innova-
tive, continue to make conceptual studies an important source of guidelines
for greenhouse research and policy. Precise quantification of the damage
function is not yet possible and will not be for a foreseeable future. Peck (a
summary in this volume based on Peck and Teisberg, 1993) provides valuable
insights in how the size of the potentially averted damage can be assessed
(and corresponding abatement policies proposed) on the basis of information
about the curvature (exponent) of the damage function.
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3. Costs of Control: Global Estimates (Part 3)

With the Rio Framework Convention on Climate Change, greenhouse warm-
ing moved to a respectable position on the international environmental policy
agenda. Despite the increasing number of studies, it is still not clear what
the global costs of possible alternative international agreements would be
and how these agreements might reshape energy production and consump-
tion, much less overall economic development globally and in major world
regions.

The debate is revolving around two main issues. Some model calcula-
tions show little long-term effect on atmospheric GHG concentration from
rush and aggressive emission reductions. Others argue that at least the low or
negative cost options for CO, abatement should be utilized and initial price
signals should be given to markets and technological development about the
possible need for more ambitious emission reductions in the future. The
second major issue is still open despite a number of plausible explanations:
if studies identifying a negative tail of the cost curves are correct, why are
these opportunities to save money and CO; emissions not utilized.

Papers in this volume that report results about the potential economic
losses associated with a large variety of policies currently proposed or under
serious consideration by national or international organizations demonstrate
the impressive development in the field of long-term, large-scale modeling
of economy-energy interactions in recent years. A survey conducted a few
years ago (Toth et al., 1989) could identify only a small number of models
that had the necessary geographical coverage and detail, temporal scale and
resolution, and economic and energy system disaggregation to become useful
tools in studies of various aspects of global environmental change. Despite
the then small number of models, their results were difficult to compare
because they were based on different baseline assumptions and were driven
by different exogenous conditions.

The situation is completely different today. Models are proliferating
and there has been an increasing demand for their comparative appraisals
from different perspectives and for different purposes and audiences. One
would almost be tempted to conduct a review of the review studies covering
those like, for example, by Nordhaus (1991a), the OECD Model Comparison
Project (Dean, this volume; Dean and Hoeller, 1992; Hoeller et al., 1992),
and ITASA’s International Energy Workshop (Manne et al., 1992).

Probably the best indicator of the development and usefulness of mod-
eling projects is the activities of the 12th Energy Modeling Forum (EMF12)
results of which are reported by Gaskins and Weyant (this volume). EMF12
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brings together a large variety of energy-economic models into a common
framework of analysis. Participating teams agreed to run a set of standard-
ized scenarios. This approach provided comparable results in the first place,
but it is also helpful in understanding to what extent differences in results
are due to incorporated or omitted relationships, underlying assumptions,
or other reasons.

Despite the overall development in the modeling field, each model is de-
veloped with a specific purpose and is intended to investigate a specific range
of issues. As a result, each model is better than the others along a specific
set of criteria but usually at the price of omitting important relationships.
Thus there is still plenty of room for improvements. A new global multi-
sector and multi-regional general equilibrium model developed by McKibbin
and Wilcoxen (this volume) is designed to address the weakness of current
models in dealing with the linkages between national environmental policies
and international trade. It will certainly be worth including in the next
round of an EMF-like effort.

There seems to be a strongly held general belief about greenhouse miti-
gation that if one world region acts alone, even if it is a large, economically
powerful, and major emitter region, the global benefits of unilateral action
will be negligible and the costs for that particular region will be high. Yet,
there are contrasting views declaring that short-term and direct losses for
the pioneering region will be handsomely compensated by long-term and
indirect benefits accruing from being the first.

One of the few concrete GHG/CO, emission mitigation proposals seri-
ously considered in policy circles these days is that of the European Commu-
nity to stabilize its CO, emissions by 2000 at the 1990 level. The proposed
policy instrument is a gradually phased-in combined carbon and energy tax.
Manne and Richels (1993) investigated the economic costs of this proposal
and its impact on expected future CO, emissions by using an appropriately
modified version of their five-region global model Global 2100 (Manre and
Richels 1992). Koopman et al. (this volume) address the same issue but
they use a variety of models (which were developed for different purposes)
and their own calculations under different scenarios of carbon/energy tax
recycling and off-setting. One important general lesson is worth highlight-
ing here. In the modified Global 2100 model, the EC region is probably
the most homogeneous one except for the single-country regions of the USA
and China. Yet, the Koopman et al. study documents the amazingly wide
range of differences among EC member countries in economic development,
macroeconomic structure and export composition, household expenditures,
and carbon intensity of electricity generation. These differences are likely to
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be further enhanced by the admission of new applicants over the next few
years and imply the necessity for yet another compensation/redistribution
scheme among member countries under an EC-wide tax regime.

If there are major differences in economic structure, energy use, and re-
lated carbon emissions among countries in a relatively homogeneous region
like the EC, then the differences across world regions are even bigger. This
suggests that a uniform reduction in CO; emissions worldwide might not be
the best solution for political and economic reasons. Therefore, many au-
thors propose a global tradable CO; emission permit scheme. Three papers
analyze various aspects of such trading schemes and they all extend earlier
frameworks of analysis by experimenting with innovative ideas. Edmonds et
al. (this volume) take a modified version of the Edmonds—Reilly-Barns model
and investigate the costs of three alternative mechanisms of implementing
a hypothetical international protocol: uniform taxes, tradable permits, and
individual (regional) targets. Manne and Rutherford (this volume) combine
carbon permit trading with oil and gas trade in yet another derivative of the
Global 2100 model. The study by Okada and Yamaji (this volume) is based
on an extended version of the IEA/ORAU model (Edmonds and Reilly 1985)
and incorporates regional CO, taxes and carbon fixation options with their
associated costs into a global, interregional trade model of carbon emission
rights.

Despite the already mentioned improvements in energy-economic model-
ing, one persistent problem keeps bothering both economists and engineers.
This problem is the apparent, and in some cases astonishing, gap in CO,
abatement cost assessments between macroeconomic (dubbed top-down) and
engineering-economic (bottom-up) models. Wene (this volume) offers his ex-
planation from the systems engineer’s view. Yet, the final word on this issue,
if at all possible, seems to be far away. This is an important research area
in the future.

The last paper in Section 3 represents a transition between global and
regional models. Matsuoka et al. (this volume) present a general GHG emis-
sion and absorption model that also includes a simple climate model. The
overall model is global with a specific focus on the most dynamic region of
the world economy, the Asia-Pacific region. Their results are preliminary
but the approach holds the promise of an improved understanding of the
costs and benefits of global warming in this extremely diverse part of the
world.
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4. Costs of Control: National and Regional
Estimates (Part 4)

Global assessments of GHG abatement options and associated costs, and
especially their distribution across world regions, between energy exporter
and energy importer countries, between different MDC and LDC groups
are important for negotiators working on the next round of international
agreements. They provide insights into the relative merits of various global
policy instruments, possible schemes to share the costs and to compensate
for losses, leakages resulting from the migration of carbon-intensive activ-
ities to non-participating free riders and the like. Though valuable, this
information is only a small part of what negotiators at international fora
and policymakers responsible for national policy formulation need to know.

The willingness of each state to participate in more or less ambitious
international GHG agreements and the stringency of domestic policies will
be determined by the costs individual countries need to pay for it and ul-
timately what national governments can get their voters and influential in-
terest groups to accept. Large number of earlier studies concluded that, for
a given national commitment to a specific international agreement, national
costs of compliance can be significantly reduced by carefully choosing the
appropriate primary policy instrument and a set of offsetting mechanisms.
These types of national studies are of special importance for countries who
are major players in the international GHG arena either because of their high
current contributions to global emissions or because of their large reserves
of fossil fuels, mainly inexpensively extractable coal.

The latest vintage of the Jorgenson-Wilcoxen model (this volume) is a
useful example of this kind of analysis. By estimating parameters of a highly
disaggregated (I would call it “top-to-deep-down”) general equilibrium model
econometrically from long historical data sets, the authors give their model a
respectable memory of long-term evolution processes. This makes all model
parameters and especially elasticities more suitable for long-term future anal-
yses than single-point parameterization. Although the perfect substitution
assumption used in the model does not permit modeling the depletion of
fossil fuel sources, this is not an important limitation as proven geological
stocks will not be depleted over the model’s time horizon of roughly one
century. This powerful tool is then used to evaluate macroeconomic costs of
different GHG policy instruments for the US economy.
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The model and the results presented by Hourcade (this volume) for
France are in a sharp contrast with the Jorgenson-Wilcoxen study. Com-
pared to the US and, in fact, to most other countries in the OECD group,
France is a low CO; intensive country due to its ambitious nuclear energy
program. This characteristic would suggest that further reductions in CO,
emissions would be difficult, and it even raises the danger of massive future
increases. In contrast to the US approach, the French model falls in the cat-
egory of engineering-type bottom-up models. By analyzing the phenomenon
of technological bifurcations, the paper reveals a new way of looking at long-
term implications of near-term technological decisions involving very similar
set-up or short-term costs and presents an interesting perspective to think
about endogenous technologies.

Japan has traditionally been very sensitive to any threat to its high rate
of economic growth. Its reliance on imported sources of energy makes the
issue of climate change even more important. It is therefore not surprising
that several studies have been conducted in Japan to assess the options
and costs of CO; emission reductions. Amano (this volume) presents a
comparative analysis of these studies covering a broad range of multi-sectoral
dynamic optimization models and different types of econometric models of
the Japanese economy, and series of global models as well.

One of the major sources of uncertainty in all global models is the pace
and character of economic development in general, and the evolution of the
energy sector in particular over the next two to three decades in countries
of Eastern Europe and the former Soviet Union, dubbed as the EEFSU
region in most recent global models. In 1986, probably the “last year of
peace” before economic decline became evident in most EEFSU countries,
their contribution to the global CQO, emissions was more than impressive.
It was 26 percent compared to their population share of 8 percent, and a
share in global GDP of about 6 percent.? On the “Top 20” list of countries
ranked according to their relative (percentage) contribution to global CO,
emissions, the USSR ranked 2nd, Poland 8th, the GDR 13th, Czechoslovakia
15th, and Rumania 17th. In terms of per capita emissions, which is probably
better at characterizing their distorted economic structures and wasteful use
of energy, the GDR was a sovereign leader leaving the US behind by a fair
margin, Czechoslovakia ranked 3rd ahead of Canada, the USSR 6th, right

21t is notoriously difficult to prepare comparable GDP estimates for the formal
centrally-planned economies. A casual review (Begg et al., 1990) reveals differences on
the order of 5 to 7 times between various calculations. The numbers here are based on
some middle-ground estimates and the author’s calculations.
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behind Australia, and Poland 7th ahead of the then smaller FRG. Rank 10
for Rumania in front of Japan is also worth mentioning.

With a view to the importance of the region in past CO; emissions and
its potential contribution to future emission reductions at the global level,
the two contributions from Russia included in this volume are of special in-
terest. First, much of the in-depth data about the FUSSR energy systems
have only recently become available to the international expert community.
Second, analysis and evaluation of these systems by those who have the most
experience with them are most relevant in the phase of economic transfor-
mation. Bashmakov (this volume) approaches the CO, mitigation problem
by taking an inventory of the relative costs and benefits of energy efficiency
improvement options in different sectors of the national economy. Kononov
(this volume) presents three scenarios of the transition period up to 2010
and estimates energy use and CO, emissions under these scenarios. Once
again, the reader is invited to compare these papers and draw the conclu-
sions. In my view, both papers hold important lessons for global modelers
who probably need to change many parameters in their models to reflect
changes in the EEFSU region.

China is by no means less important in the global GHG problem.
Jiankun et al. (this volume) present results of a major study on the future
of the Chinese energy system. Among many others, an important merit of
his analysis is that it follows through a wide range of detailed technological
options under several macroeconomic development scenarios.

Most studies about global GHG mitigation declare explicitly or assume
implicitly that developing countries cannot be expected to undertake costly
measures in the short to medium term to reduce their CO5 emissions. Yet,
several studies are underway to estimate costs and benefits of CO, abatement
options in the LDC region. Pachauri and Khanna (this volume) point out to
the special constraints to be considered when analyzing costs of mitigation
options in developing countries. In addition, they present cost curves of
CO, abatement for several Asian countries and for Brazil. Moreira (this
volume) discusses a series of economic, institutional, and technological policy
options to enhance CO; mitigation in Brazil. Biomass-related options, that
is slowing deforestation and large-scale afforestation, occupy a prominent
place on his list of GHG policies.

Papers in Section 4 reflect the large variance in estimates of GHG/CO,
mitigation costs produced by national and regional studies to date. The
large variety of modeling approaches, the broad range of initial assumptions,
and major differences in the principles and techniques of cost accounting
has produced such a rich diversity of results that is simply bewildering to
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policymakers. In order to make these results comparable across countries
and regions, some generally agreed standards are needed for national cost
studies. Halsnzes and Mackenzie (this volume) report results from a study
conducted on the methodological aspects of abatement cost calculations.

The debate among economists about global warming, its impacts and
damages, the feasibility and costs of its mitigation, and the diversity of policy
recommendations from the economics community is a relatively small part
of the overall climate change debate. The summaries prepared from time to
time (Houghton and Woodwell 1989, Schneider 1989a, 1989b; White 1990)
report progress on individual topics or single components of the problem in
atmospheric sciences, but they do not seem to push the overall debate sub-
stantially further. Ausubel (this volume) considers a selected set of issues in
the general global warming debate and relates them to recent developments
in their economic counterpart or equivalent. By relating recent estimates of
global warming costs and benefits to a frightening list of other environmental
problems which need attention and funding, he creates especially instructive
examples about the real size of financial assets that look so negligible in
terms of national or world GDP percentages.

5. Summary and Conclusions

Throughout this paper, and in fact throughout the collection that follows,
one item recurrently emerges and it is the issue of spatial and regional aspects
in both impacts and prevention of global climate change. The magnitude of
economic damage and the range of possible adaptation options depends on
the regional level of aggregation. Impacts on a single farm and adaptation
possibilities for an isolated farmer are very different from what we see at
the scale of a regional economy or at the national level. Similarly, incentives
and opportunities for shorter and longer term CO, abatement at a specific
power plant, industrial unit, or residential heat supply system might be very
different from the broad range of legal, technological, and economic options
available at the regional or national scale.

All this points toward the need for an iterative type of analysis where
results of many more and improved regional and national studies are inte-
grated into a global framework. Conclusions from the global analysis should
then be fed back into the next round of national and regional studies. Both
national studies and the global synthesis should consider various aspects of
mitigation and adaptation simultaneously. Mitigation and adaptation stud-
ies should be based on the same baseline scenarios of socioeconomic and




20

technological development. This approach offers hope for more consistent
and reliable results. These results are, in turn, badly needed for formulating
national GHG policies (based on the national impacts, costs, and benefits)
and for negotiating international agreements (based on an improved under-
standing of national stakes and interests).

Recent studies about the economic aspects of global climate change have
produced major developments in several areas. A variety of new ideas and
new results were first presented at this Workshop. An incomplete list of new
developments includes the following.

e Many features of the global warming problem make traditional methods
of analysis difficult to apply or even inadequate. New ideas and inno-
vative approaches are in great demand in order to make our economic,
social, and technological analyses of climate change more relevant for
policy makers. The approach to estimating agricultural impacts based
on Ricardian rents by Mendelsohn et al. or the technological bifurcation
analysis by Hourcade (both this volume) are excellent examples of the
kinds of creative thinking necessary to overcome barriers of traditional
analytical tools.

e There has been a gradual increase in the geographical coverage of dam-
age estimates. This was made possible by the proliferating regional and
national climate impact assessments conducted in many world regions.
Although the methodological underpinnings of these studies are, at best,
mixed and many of them do not permit us to derive monetary estimates,
we now have a substantially improved knowledge base for damage as-
sessments than the initial attempts which applied a simple multiplier to
derive damage estimates for LDCs from those calculated for MDCs.

e The time horizon of the analysis has been dramatically extended.
Economists have traditionally considered time horizons of 20 to 30 years
at most. The very long-term nature of climate change demands analyses
at much longer time scales. Recent analyses face this challenge: Cline’s
(1992) analysis covers 300 years, some of Nordhaus’ analyses with the
DICE model extend over 400 years. These time scales, of course, raise
new problems especially about the parameters affecting the intertempo-
ral allocation of resources, notably the discount rate.

e Parallel to the increasing time horizons, there is a clear tendency away
from the comparative static analyses based on 2 x CO, equivalent im-
pact and damage assessments towards truly dynamic analyses. Various
types of dynamic energy-economy models have been used to prepare cost
estimates for many years, but dynamic approaches have only recently
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been applied in the benefit calculations. Scheraga et al. and Fischer et
al. (both this volume) present very different but promising advances in
this direction.

e Probably the most significant breakthrough in the economic analysis of
global warming has been the integrated analysis of impacts of climate
change and costs of mitigation in a single dynamic framework. The
DICE model by Nordhaus (1992b) integrates the dynamics of emissions,
atmospheric processes, climate change, its impacts, as well as costs and
benefits for the first time into a single, albeit simple, synoptic model.
Alea iacta est, and although this was not the last roll of the DICE, the
results are worth thorough consideration.

Some results presented at the conference also point toward the next,
more detailed modeling framework integrating both cost and benefit calcu-
lations, at least for the U.S. economy. Two separate papers make use of the
Jorgenson-Wilcoxen model. Scheraga et al. (this volume) use it to prepare
a full-scale economy-wide damage estimate while Jorgenson and Wilcoxen
(also this volume) calculate costs of various CO, abatement strategies. Clos-
ing the loop both at the atmosphere/climate side (which will require esti-
mates of non-US and other non-CO; emissions) and at the optimal resource
allocation side, similarly to DICE, will be by no means a straightforward
task, but it is not difficult to envision that it will be done soon. The result
will be a powerful tool for integrated cost/benefit assessments, at least for
the American economy. The G-Cubed model by McKibbin and Wilcoxen
(this volume) holds the promise of the possibility of extension for similar
analyses at the global scale.

All these results and new developments suggest that even in the short-
term

e the reliability of economic analyses will continue improving even in the
absence of major improvements in the scientific understanding and pre-
diction of climate change on the natural science side;

e methodological approaches, modeling techniques, and other analytical
tools available for economic analyses of global climate change will be
more sophisticated, better tied to the special characteristics of the global
warming problem, and more appropriate to handle results from the next
cycle of atmospheric and climate research.

Several papers presented at the workshop and included in this volume
support these expected short-term improvements in our economic assess-
ments. Plenty of evidence is provided by historical examples, by conceptual
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and empirical studies, by cost and benefit assessments, by mathematical
models and simple reasoning, that the globe may lose more by premature
action than by losing a few years from inaction while details of sound and
economically efficient action can be developed. This suggests that in the
short run investment in information is likely to result in better pay-offs than
investment in mitigation.
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Global Climate Change on the Policy Agenda

Akira Yajima
CRIEPI, Tokyo, Japan

On global environment issues, lots of information, sometimes excessive, have
been showering on us. People understand these appeals to save the Earth
fairly well by now. But do they really feel it in their hearts? As you may
agree, it seems that we fail in transforming the understanding into a feeling
of impending perils which need immediate policy measures and actions.

It may be asked why have people so neglected to prevent the worsening
conditions of the Earth? Because we have been trapped by that familiar way
of thinking, “OK, it is indeed important, but we have a lot to finish before
that!” This is what I call a moratorium of thought or state of inaction.

Then what factors underlie this moratory attitude of people? I believe
there are four.

First, as in every age, many people innocently believe in human abili-
ties; in general, people place too great a faith in the ability of technology and
market mechanisms to solve problems. They believe that the market will be
formed whenever necessity arises, and technologies will break through the
impasse. Such optimistic, one hundred percent belief in markets and tech-
nologies cannot be a convincing argument for environmental issues involving
irreversible phenomena.

Second, the environmental and energy resource issues are typically in-
terregional and intertemporal. So far, however, under the conventional so-
cioeconomic regimes, what has almost always been pursued is a partial opti-
mization for a specific region or nation or generation. Current consumption
or today’s self-interest has been favored over a more optimal allocation of
Tesources.

For example, Japan, a resource-poor country, has benefitted enormously
from a relatively free access to the resources of other nations, often in ways
that worsened conditions elsewhere. It now has a responsibility to ease and
improve the plight of others.

Third, until relatively recently, environmental resources have been con-
sidered external in the process of industrialization. The environmental costs
were not part of cost calculations; hence there was little incentive to use
environmental resources efficiently. Now we face the challenge of how to

27




28

internalize and how to allocate these environmental costs. The environmen-
tal costs, such as those of greenhouse effects, are yet difficult to estimate
with accuracy. But I believe that even if this is the case, at least part of
the costs should be immediately internalized so that people recognize it as
clearly as possible. Both business and consumers should be prepared to bear
the present and future burden of this kind of cost internalization. This, I
suppose, is a necessary, but not necessarily sufficient, condition for all policy
measures to become effective. Perhaps I should stress that the cost of re-
covering environmental destruction is far higher than the cost of preventing
it.

This leads to my fourth point, that is, the uncertainties in the data
concerning environmental impacts. These data are composed of quite diverse
factors and tend to accumulate uncertainties. Furthermore, even the values
claimed to be critical for the global environment and human life are often
difficult to prove objectively. So, people are apt to take the ambiguities due
to such uncertainties as a kind of leeway or time to spare before taking action.
It is often emphasized from a short-term viewpoint to avoid overshooting in
environmental policies using the uncertainties as an excuse. But I would like
to stress that it is essential to underline the “minimum regret policy” taking
into consideration the long-term irreversibility in environmental destruction.

To solve fundamentally the problems associated with global resource
scarcity and negative environmental impacts, we need a breakthrough in
technological development. However, it often takes many years before inno-
vative technologies can be practically applied, even if we start development
immediately. Until then we have to gain time by adopting policy measures
like action plans, funding plans and agreements, one by one, and steadily
build up achievements. Of course, enormous time will be required here too,
before all the nations and economies jointly act along the line of a prescrip-
tion. Every participant has his own interests, sense of value, and culture.
This often produces conflict.

There is no time to spare, yet time is slipping by. We must move away
from the tendency to delay taking decisive action. We must get a common
recognition or common sense of the plight of the Earth as an objective fact.

What we should do first of all for this purpose is to construct quickly an
open environmental database and an integrated network to collect and dis-
tribute information on a global scale, in order to foster a common recognition
of crisis of the Earth.

Various difficulties will lie along the way; violation of political secrets,
funds too enormous to raise, existence of technical barriers, and so on. Yet,
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no action plan can become effective unless the common recognition over-
comes national self-interests.

I believe that IIASA is, and will continue to be, one of the very im-
portant nodes in this global information network. I also believe that this
international workshop is an important step in this direction. Through ex-
cellent presentations, animated discussions, and further cooperation of all
the distinguished participants here, this workshop will make a substantial
contribution toward our common target.






The Economics of Greenhouse Warming:
What are the Issues?

William D. Nordhaus
Cowles Foundation, Yale University
New Haven, CT, USA

1. Introduction

The globe faces a profound challenge in the years ahead in addressing the
problem of global warming in an efficient and equitable manner. Some would
argue that inaction holds perils for our economies and ecological systems,
while others hold that the most serious dangers arise from zealous and over-
ambitious government regulation. The perspectives on this issue will differ
depending upon one’s professional focus or national interest. An ecologist
will worry about the loss of precious coral reefs while an economist will fret
about the loss of precious national output. Americans look at the prospect
of regulation slowing growth in living standards, while Japanese might see
regulation as allowing faster growth of exports. A coal producer would be
threatened by the tendency of carbon taxes to reduce demand, while a low-
lying country would be threatened by the tendency of global warming to
raise sea level. Large, rich, and mobile countries might feel they could easily
adapt by moving poleward or installing more air conditioners, while small,
poor, low-lying, and immobile groups see nothing but misery piled on misery.
There is ample room for debate and alternative viewpoints here.

Much economic analysis today has come from the perspective of the rich,
adaptive, and mobile countries, a perspective that is hardly representative of
the late 20th century. But we are speaking of impacts in the 21st and 22nd
century, so it might be that this perspective will apply to many more regions
in the future than it does now. In these remarks, I will focus on efficient
mechanisms for coping with the threat of global warming. Recent studies
suggest that these mechanisms will only be used in high-income countries
which have ample resources to devote to longer-term objectives. Moreover,
I will concentrate on issues of efficiency and will leave for another day issues
of the distributional burden of policies.
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2. Choices for Efficient Regulation

The efficient choice of policies poses thorny issues for governments because
it requires difficult choices in five distinct areas: selecting the appropri-
ate areas for intervention, finding the right level of intervention, choosing
the most efficient tools for minimizing the net economic harm from exter-
nalities, coordinating policies where there are international spillovers, and
because greenhouse warming poses serious issues of decisionmaking under
uncertainty. Because governments operate as monopolists in the industry
of regulating environmental protection, there is no market test on any of
the four choices. Governments can make many sound or foolish decisions
on regulating externalities without bankrupting the country or being driven
from office. In some cases, such an overregulating acrylonitrile, the political
and economic effect of excessively zealous regulation are trifling; in others,
such as regulating health and safety of nuclear power plants, an industry can
be sent to its grave. The issues involved in greenhouse warming are a fine
example of these issues.

1. To intervene or not to intervene? Government must decide whether
greenhouse warming is sufficiently serious as to warrant the setup costs of es-
tablishing a new regulatory mechanism; the Bush administration has argued
that doing so is premature, while many European governments have made
commitments or even imposed carbon taxes. The preponderance of scientific
opinion is that this is a sufficiently serious problem to warrant intervention,
and economists are coming to that point of view as well. But this leaves the
kind of intervention and the stringency of interventions to be determined.

2. Finding the right level of intervention has proven extremely elu-
sive even amongst those who argue for taking steps to slow climate change.
Should governments take “no-regret” policies or impose light or heavy tax or
regulatory steps? A good measure of the stringency of global-warming poli-
cies is the level of “carbon taxes”, which are taxes on emissions of greenhouse
gases like CO;. The European Community (EC) has proposed a carbon tax
of around $100 per ton carbon (which would more than triple the price of
coal in the USA); by contrast, my studies suggest that a carbon tax of §5
to $10 per ton carbon is the maximum that is justified by a cost-benefit
comparison, and the $100 carbon tax would be much worse than nothing;
and the US government has argued for doing nothing. There is much room
for constructive analysis and debate here.

3. The third design issue in this area is the policy instrument. In the
United States, command-and-control approaches have been the major tools
for accomplishing our regulatory objectives. Academic studies have found
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that US regulations have tended to be between modestly and enormously
cost-ineffective. Only recently and rarely have market instruments been
employed, although there is increasing recognition in the policy community
of the importance of cost-effective instruments. The use of taxes on ozone-
depleting chemicals, the experiment with tradable CO; permits, and the
EC’s contemplating of carbon taxes are hopeful signs of a trend toward
using more efficient regulatory tools.

4. Combatting greenhouse warming will require international coordina-
tion of policy in much the same way as do trade policies or exchange-rate
mechanisms. There has been much criticism of the slow progress in reaching
international agreements with meaningful and binding targets, and mecha-
nisms for ensuring that targets are reached. While some deplore the snail’s
pace in reaching international agreements in global warming, a more cautious
view would recall the fate of the first four cholera conventions, the League
of Nations, the Treaty of Versailles, the Gold Standard, Bretton Woods,
and the BEuropean Exchange Rate Mechanism, the interwar disarmament
treaties, SALT II, and the Maastricht Treaty.! The cautious would suggest
that a slow movement toward consensus may be preferable to a questionable,
fragile, and ambitious agreement crammed down the throats of reluctant leg-
islators and voters. All these difficulties should not drive us to the Sununist
conclusion that nothing is better than anything, but it surely would forewarn
us that temporary inaction is sometimes preferable to makeshifts.

5. An additional thorny issue concerns uncertainty. As scientists, we
must admit that our estimates are crude, the models are primitive, the
future is uncertain, and our ignorance is vast. Faced with our profound
ignorance, should we respond like the Bush Administration on the environ-
ment, waiting until the uncertainties are resolved before acting? Or like the
Reagan Administration on defense, pursuing spending programs because of
the uncertainties about future political developments? Should we assume
the worst case on climate change and species losses as we traditionally have
with ballistic missiles and at the Fulda Gap?

Modern decision sciences would argue that none of these are correct.
An appropriate approach to uncertainty is to weigh the consequences and
likelihoods of potential outcomes and to take actions which would maximize
the net benefits of expected policies. To wait for uncertainties to be resolved
may involve forgoing inexpensive steps that will prove highly beneficial if
the dice rolls unfavorably; to wait until uncertainties are resolved is likely to

1The perils of the Treaty of Versailles were foreseen in J.M. Keynes, Economic Con-
sequences of the Peace (1920) while a history of international agreements in cholera is
contained in R.N. Cooper’s Can Nations Agree? (1988).
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mean waiting forever; literally to defend against the worst case will quickly
bankrupt any imaginative government. In games against nature, a best-
guess strategy is likely to come tolerably close to an optimal policy — the
exceptions being where the stakes are very large, the outcomes are highly
asymmetrical, or learning takes place over time.

While the appropriate treatment of uncertainty is not a controversial
theoretical issue, it often poses daunting problems of estimation and imple-
mentation. The sheer complexity of problems of decisionmaking under un-
certainty will overwhelm most analysts and decision makers, for the already-
complex issues surrounding greenhouse warming are further complicated by
branching of probability, learning, and decision trees. Data problems are
compounded because the trees depend on subjective probabilities, future
values, and evolving technologies that cannot be found in any handbook of
economics or physics. Coping with uncertainty pushes our analysis to the
limit.

3. Science as the Handmaiden of Government

I have described some of the issues that governments face in designing effi-
cient approaches to greenhouse warming. I next turn to the role of economic
and other sciences as handmaidens to governments. Government leaders
clearly will have their own views about the issues — as is clear from this year’s
American Presidential election — but scientists can properly help frame the
issues so that the goals of governments are effectively attained. In this final
section, I will lay out five areas where governments need careful analytical
work in the economics of greenhouse warming.

1. At the synoptic level, economists rely upon cost-benefit analyses
(CBA) to determine the answers to the first two issues above ~ whether to
intervene and at what level of stringency. (In a formal sense, of course, the
first is subsumed under the second as deciding whether the level of regulation
should be zero or not.) Cost-benefit analysis involves weighing the costs
and benefits of interventions and choosing that level of intervention where
the incremental benefits no longer exceed the incremental costs. It is often
forgotten that CBA can be either quantitative or qualitative. For many
areas — such as constitutional decision on free speech, custody decisions on
children, or making medical mistakes? - a qualitative CBA underlies the
decision because quantification is impossible. In greenhouse warming, by

?Recall T.H. Huxley’s qualitative cost-benefit analysis on medical education: “There is
the greatest practical benefit in making a few failures early in life.”
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contrast, much is quantifiable and we should insist that policies pass a cost-
benefit test as we would for hospital or road construction, defense, or training
programs. Therefore a first area where we need much more attention if we
are to design efficient policies is to construct careful, empirically based cost-
benefit analyses.

2. To construct meaningful CBA, we must have measures of costs and
benefits over time that are reasonably reliable. The major uncertainty today
lies in the area of benefits, where quantification of the benefits (or damages
averted) has been extremely difficult and equally controversial. Nonetheless,
to ensure that our policies are efficient, it is absolutely critical that more
attention be paid to the impacts side of the equation. In a rough calcula-
tion of the value of information in global warming, I found that for studies
of greenhouse-warming policies, reducing uncertainty about the impacts of
climate change appears to have the largest single payoff and, at the same
time, to receive only modest government support. Up to 1990, there was no
general support for research on the impacts of climate change. Virtually all
the support of research in the USA into the impacts of climate change has
been a spinoff of research on agriculture; yet 97 percent of economic activity
in the USA today is in the nonfarm sector. The result of this is that we know
very little about the impacts of climate change in the nonfarm sector and
even less about the impacts in developing countries. There is much fruitful
research to do in these areas.

3. In the area of greenhouse warming, there has been good progress
on the study of costs, and, while not without controversy, we have several
alternative approaches and estimates of the costs of reducing greenhouse gas
emissions. Figure 1 shows the results of a survey I undertook two years
ago, collecting the costs of reduing GHG as compared to the marginal cost
of reduction (or implicit tax rate). Figure 2 adds to this figure the results
of a recent model comparison undertaken by the OECD. There is clearly a
substantial difference in opinion of the models, and there is no convergence
in the most recent studies. I believe that, notwithstanding the remaining
dispersion in results, we have learned a great deal from economic models of
the costs.

There is, however, one major open issue in cost studies which does
not emerge from the surveys shown in Figures 1 and 2. This involves
what is sometimes called the difference between the “top-down” and the
“bottom-up” approach. More precisely, the difference is between economic-
equilibrium models and engineering-optimization models. In economic equi-
librium models, markets and decisions are assumed to be efficient and there
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Figure 1. Marginal cost of CO; reduction (cost per ton CO;, 1989 prices).

are no costless GHG reductions (except in situations with classical external-
ities). By contrast, engineering-optimization models contain technological
possibilities for zero-cost or even negative-cost reductions in GHGs. An ex-
ample often cited is energy conservation, in which it is claimed that there is
insufficient investment in energy conservation because of incomplete informa-
tion, defective incentive structures, or too high a discount rate of consumers.
In the colloquialism of economics, this view is not only that there are free
lunches, but that in a selected set of restaurants you can get paid to eat.
An example of the contrast between these two approaches is contained in
the recent US National Academy of Sciences Report on greenhouse warming
(see Figure 3).> The step functions show the results of the engineering-
optimization studies undertaken by the Panel while the shaded region is a
representation of the dispersion of the economic-equilibrium models shown
in Figures 1 and 2. The latter approach finds a sharply increasing and
positive cost function while the engineering-optimization finds that between
10 and 40 percent of US GHG emissions can be reduced at negative or zero

3National Academy of Sciences Press, 1991, hereafter Policy Implications.
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costs. One of the major issues facing modelers is to reconcile the discrepancy
between these two approaches.

4. Many who analyze the perils of future climate change argue that the
major concern is not the smooth and linear projection that comes out of
mainstream climate and economic models. Rather, it is the low-probability,
high-consequence events — possibly even catastrophic changes that are dif-
ficult or impossible to foresee — which cause the most concern about green-
house warming. One statement of this point of view is the following from
the National Academy Policy Implications of Greenhouse Warming:*

Large changes in climate have happened in the past. Desperate masses of
people have fled drought or flood in places with marginal farming and grow-
ing population. These disasters occurred before greenhouse gases began
increasing, and they could occur again. The panel knows of no convincing
attempt, however, to compute the probability of cataclysmic changes such
as the stopping of the current that warms Europe. Because the probabil-
ity and nature of such unexpected changes are unknown, the panel cannot
project their impacts or devise adaptations to them.

If we heed the words of the National Academy panel, then we at the
same time are advised that one of the major concerns is the potential for
major ecological disruptions yet we have no systematic way of assessing
the likelihood of those events. My own research comes to much the same
conclusion: while we can assess the impacts of modest changes in climate,
the impact of major, rapid, and discontinuous system shifts is so far outside
the range of historical experience that we can hardly expect to pull a reliable
economic model out of the tool box to appraise the damages.

I will not attempt to lay out an answer as to the right way to model the
economics of decisionmaking with uncertainty and learning although I admit
to having a few ideas. Rather, I would urge a collaborative effort of physical
scientists, economists, and decision scientists to develop both the tools and
empirical distributions that will help our governments come to grips with
these difficult issues.

5. The final issue involves the question of institution design. It is easy to
become pessimistic about the likelihood of reaching sensible policy responses
to the threat of global warming. The need to address the potential issues
raised by future climate change is daunting for those who take policy analysis
seriously. It raises formidable issues of data, modeling, uncertainty, interna-
tional coordination, and institutional design. Because the economic stakes
are enormous, involving investments on the order of hundreds of billions of

* Policy Implications. p. 45.




39

dollars a year to slow or prevent climate change, we can hardly expect in-
terested parties in the coal, oil, or forest industries to leave argumentation
to scholarly studies in the Journal of Economic Theory. Moreover, any ef-
ficient policy must be adopted by all major countries and have appropriate
incentives for billions of consumers and firms.

All these somber thoughts should not lead to despair. Rather, they
emphasize the importance of careful scientific and policy analysis and es-
tablishing or strengthening institutions which contain incentives that are
compatible with thoughtful balancing of long-run costs and benefits of so-
cial investments. The key concept here is incentive-compatible mechanisms
or decision processes — ones in which the incentives would lead individuals to
actions that are in the long-run interests of society as a whole. The attrac-
tiveness of markets is exactly the incentive compatibility of Adam Smith in
which profit-maximizing firms and utility-maximizing individuals are led in
perfectly competitive markets “as if by an invisible hand” to behavior that
serves society.

At the outer limit of incentive-incompatible mechanisms are markets in
which there are extensive externalities over space and time and no external-
ity is more pervasive than global warming. One proposal for an incentive-
compatible mechanism is a carbon tax system in which carbon taxes are
levied at the cost-beneficial level. Such taxes would be preferable to regula-
tory interventions because taxes provide incentives to minimize the costs of
attaining a given level of GHG reduction while regulations often do not; in
addition, raising the prices of fossil fuels will give a boost to private-sector
efforts on vital new low-GHG technologies; and for countries starved for
low-dead-weight-cost revenues, the taxes would allow reductions in deficit
reductions or other burdensome taxes.

However, while carbon taxes are a near-ideal incentive-compatible mech-
anism for harnessing private interests to public uses, there is no comparable
mechanism to ensure that governments set the correct level of the tax. As I
suggested above, governments can be overzealous or slackers in setting their
carbon taxes, and there is no market in governments that will guarantee
sound decisions. Among the major challenges that face social sciences is to
devise mechanisms that give governments appropriate incentives to set their
national policies at levels that will balance long-run global costs and benefits
of actions to slow climate change. This is a worthy challenge.







Greenhouse Policy After Rio:
Economics, Science, and Politics

William R. Cline
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1. Introduction

At the Earth summit in Rio de Janeiro in June, 1992, most nations signed
the international framework convention on climate change. The agreement
committed signatories to develop plans for limiting emissions of greenhouse
gases. For the industrial countries, it provided that by the year 2000 emis-
sions would be reduced to “earlier levels”, and a subsequent paragraph in
the text cited 1990 levels as a benchmark. Whereas much of the publicity on
the treaty focused on its failure to establish binding commitments, in prac-
tice it amounts to a relatively strong regime for best efforts toward limiting
emissions to 1990 levels by the year 2000. Notably, as an initial framework
convention the climate change is considerably tougher than its counterpart
for stratospheric ozone depletion, the 1985 Vienna convention.

This essay first reviews recent debates in economic analysis of global
warming, and notes perplexing implications of certain recent scientific find-
ings. It then turns to the issue of the international policy strategy for the
1990s. The discussion places considerable emphasis on the role of the devel-
oping countries.

2. Recent Economic Analysis

Benefits and Costs of Action. Cline (1992b) provides a benefit-cost analy-
sis for an aggressive international program of limiting carbon emissions to
four gigatons of carbon (GtC) annually (and restraining other greenhouse
gas emissions commensurately). This program, equivalent to the most ambi-
tious considered by the Intergovernmental Panel on Climate Change (IPCC),
amounts to an initial reduction of emissions by about one-third. Because of
likely future growth of the world economy and emissions, the cutback from
baseline is on the order of 80 percent by 2100 and even greater thereafter.

®lnstitute for International Economics, 1992
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My analysis adopts a 300-year horizon, because only by that time will
deep-ocean mixing begin to limit atmospheric buildup of carbon dioxide. I
estimate that under business as usual, the central estimate for global warm-
ing amounts to 10 °C by late in the 23rd century, with an upper bound
of 18 °C. Damages in agriculture, from sea level rise, in higher electricity
requirements for air conditioning, in water scarcity, human health, and nu-
merous other categories could be large. With 2-1/2 °C warming by 2050
(the conventional 2 x CO; benchmark), a moderate central estimate would
place damages at one percent of GDP, but damages could easily reach two
percent of GDP with plausible higher estimates for species loss and includ-
ing air pollution effects.! If warming turns out to be at the upper-bound of
4-1/2 °C for 2 x CO3, economic damage by 2050 could exceed four percent
of GDP. Moreover, these estimates are calibrated for the US economy, and
could be greater for more vulnerable countries (but lesser for other, presum-
ably high- latitude, countries). For very-long-term warming, my estimates
suggest that economic damages could be in the range of 6 to 20 percent of
GDP, depending on the severity of warming and the degree of nonlinearity
assumed in the damage function.

The analysis compares the benefit of avoiding the bulk of these damages
against the costs of doing so, and uses existing energy-economic-carbon mod-
els to estimate those costs. Typically these models find that it costs on the
order of one to three percent of GDP to reduce carbon emissions by 50 per-
cent from baseline by the middle of the next century. My estimates assume
that an initial reduction in emissions by about one-fifth can be achieved at
zero cost, based on the engineering estimates of gains from movement to
best practices. The calculations also include emphasis on low-cost forestry
measures over the first 30 years, as discussed below. The overall analysis
concludes that the benefit-cost ratio comfortably exceeds unity for the ag-
gressive action program, if a risk-averse approach is taken and greater weight
is placed on the high-damage variants than on low-damage outcomes.?

The Discount Rate Debate. The benefit-cost analysis applies state of the art
discounting methodology (Arrow-Kurz-Bradford-Feldstein; see e.g. Gram-
lich, 1990). All investment effects are converted to consumption equivalents
with a shadow price on capital, and then the social rate of time preference

! Measures to reduce global warming would reduce air pollution as well, so their “bene-
fit” would include not only the greenhouse damage avoided but also the gains from lower
air pollution.

2The full analysis is given in Cline (1992b). A policy-oriented synthesis appears in
Cline (1992a).
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(SRTP) is used for discounting. Following Ramsey (1928), I argue that the
rate of “pure time preference”, for myopic preference of earlier consump-
tion regardless of income level, should be zero, an especially appropriate
assumption for inter-generational comparison. That leaves discounting only
for utility growth. I apply a constant relative risk aversion utility function
with the elasticity of marginal utility set at -1.5 (faster decay of marginal
utility than under the unitary elasticity of the more conventional logarith-
mic utility function). With average per capita income growth of one percent,
the result is an SRTP of 1.5 percent, and an effective discount rate on the
order of two percent once capital shadow pricing and capital productivity
are taken into account.

Lawrence Summers of the World Bank and Thomas Schelling of Harvard
and the University of Maryland have criticized this approach as applying
too low a discount rate; James Tobin of Yale University has endorsed it
(Summers, 1992; Stokes, 1992). It would seem useful at this juncture to
seek at least greater agreement on the nature of the disagreement.

With Nordhaus (1992a, 1992b), I concur that the discount rate may
usefully be separated into what he calls “growth discounting” and pure time
preference. Growth discounting is the component associated with declining
marginal utility as income rises. In my benefit-cost approach, it is the SRTP.
In approaches optimizing a stream of utility, growth discounting is taken care
of directly in the utility function, whereas the return on capital investment is
incorporated in the optimal choice of savings rates over time. For example,
with rising per capita consumption, the logarithmic utility function already
shrinks the contribution of additional future consumption by a degree com-
parable to that from time discounting at the rate of per capita consumption
growth (Cline, 1992b, ch. 6).3 Any discounting beyond the amount already
implicit in this shrinkage for declining marginal utility is pure time prefer-
ence discounting. It would clarify matters, then, if economists could agree
that essentially they disagree about the rate to use for pure time preference,
or myopia.

It is important to recognize that the disagreement is not about the rate
of return on capital. The question is not whether lower rates of return
should be permitted on environmental projects (Summers, 1992). Within a
given capital budget, the projects with the highest return should be adopted,
environmental or otherwise. The point, however, is that in evaluating the

3With a logarithmic utility function, a given percentage change in consumption in
the future is equivalent in utility to the same percentage change today, even though the
absolute change in the future is far greater because it applies to a higher per capita income.
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output of the project, there should be shadow pricing of environmental ef-
fects. In particular, there should probably be a shadow price for damage
from carbon emissions. In arriving at this shadow or accounting price, it
is necessary to use an appropriate SRTP as described above in an overall
evaluation of greenhouse policy. But with the carbon shadow price in hand,
normal discount rates should be applied at the level of development project
analysis.

A final word on the discount rate. Some imply that the alternative to
action on greenhouse gases is to take the resources and place them wholly
into investment, and then after decades or centuries compensate the future
generations for greenhouse damage by endowing them with the massive pro-
ceeds of other goods and services resulting from this investment. Advocates
of this approach should recognize that it requires explicit political action to
levy a tax for the compensatory investment fund, rather than merely the
argument that such compensation could be implemented. They should also
recognize that it may prove physically impossible to make an intertemporal
investment transfer over decades and centuries. We do not know what con-
sumption goods will be desired in the distant future, nor how to construct
investment goods that produce only second-stage investment goods for an
unbroken chain of investment until that time. In short, the “full invest-
ment opportunity cost” argument is implausible and an inappropriate basis
for applying the capital investment rate of return as the discount rate in
greenhouse benefit-cost analysis.?

Optimal Emissions Paths. Nordhaus (1992a, 1992b) has constructed a Dy-
namic Integrated Climate-Economy (DICE) model to examine optimal emis-
sions over time. His initial results with DICE resemble his earlier conclusions
with a comparative static model: only modest reductions in emissions are
optimal, on the order of 10 percent cut from baseline in the initial decades
and only 15 percent by 2100 (leaving absolute emissions far higher at that
time than now). The DICE model has important improvements, includ-
ing a 400 year horizon that makes it possible to consider the much higher
“very-long-term warming” that I have emphasized.

I have conducted alternative experiments using the DICE model (Cline,
1992c). Although my results are preliminary, they show several key results.
First, Nordhaus has a much lower baseline of carbon emissions by late in

*The consumption-equivalent method, in contrast, does give weight to the capital rate
of return, but assumes instead that only a portion of the resources diverted for greenhouse
avoidance come out of investment, whereas the bulk come out of consumption.
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the 23rd century than those in my projections, primarily because he has a
decelerating rate of total factor productivity growth that leads to lower world
GDP and emissions. With a lower baseline of emissions, global warming is
less of a problem (reaching only about 5-1/2 °C by the late 23rd century),
and given levels of target emissions constitute smaller reported percentage
cutbacks from baseline. Second, even using Nordhaus’ optimization model,
the optimal path for carbon emissions cutbacks is far more aggressive if a
low rate is assigned to pure time preference. Thus, at a pure time preference
rate of 0.5 percent but assumptions otherwise as in the Nordhaus estimates,®
the optimal path for reduction of carbon emissions is about 30 percent from
baseline in the initial decade, rising to 50 percent by 2100 and 85 percent
by 2200. Moreover, this outcome is obtained even without incorporating
high-damage variants into the analysis.®

In short, the DICE model offers important advances in merging green-
house climate analysis with economic optimization. However, my initial
experiments with the model suggest that its policy implications may be far
closer to those from my simpler benefit-cost evaluation than suggested by
the preliminary findings reported by Nordhaus, if appropriate modifications
are made for baseline, pure time preference, and other parameters.

There are more general points to be made about studies of optimal emis-
sion paths. First, especially with intermediate or high discount rates they
will tend to defer carbon abatement until relatively late in the horizon. Yet
as a matter of political economy, we should be skeptical of a global strategy
that assumes later generations will be prepared to take extreme measures
whereas the present generation is unwilling to take mild ones. Because of an
optimization model’s alternative of investing, it can easily reach a flip-flop
solution in which there is minimal abatement for several decades and then a
switch to nearly complete carbon elimination. The politics of the first phase
are easy to imagine, but those of the second phase would seem nearly impos-
sible. Second, such scenarios seem likely to miss the steeply rising trade-off
between the usual basket of goods and services and the scarcity value of
environmental goods, although in principle this trade-off should be captured
in the warming damage function.

5As Nordhaus uses the logarithmic utility function, which has “utility growth discount-
ing” of one percent per annum when per capita income is growing at one percent, the
approach most comparable to my SRTP of 1.5 percent is to set the pure time preference
rate at 0.5 percent.

®In addition, other experiments with the model indicate that optimal abatement may
be understated by the model’s additive rather than multiplicative treatment of radiative
forcing from non-carbon greenhouse gases.
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3. Recent Scientific Findings

Two scientific studies published in recent months raise a fundamental para-
dox about the amount of greenhouse warming to date. The first (Charlson
et al., 1992) reports that:

Current climate forcing due to anthropogenic sulfate is estimated to be
-1 to -2 watts per square meter, globally averaged. This perturbation is
comparable in magnitude to current anthropogenic greenhouse gas forcing
but opposite in sign {p. 423).

Anthropogenic sulfate refers to sulfate aerosols emitted to the atmo-
sphere from urban pollution. Incoming solar radiation reflects from these
particles, which increase the earth’s “albedo” or reflectivity, both directly
and indirectly through their stimulation of the formation of low clouds
(whose impact is primarily to reflect incoming shortwave radiation rather
than to further trap outgoing longwave radiation).

The Charlson et al. finding is remarkable by itself, because it implies
that we should have observed no greenhouse warming to date. Aerosols from
urban pollution should have fully neutralized radiative forcing from increased
carbon dioxide concentrations. There has been “masking” of greenhouse
warming that would be unveiled if urban pollution were reduced, or even if
its albedo effect failed to rise sufficiently in the future to offset rising carbon
concentrations.

This paradox was compounded with the publication of a second recent
study (Penner et al., 1992), which found that:

. smoke particles from biomass burning ... act to reflect solar radiation
directly [and] also can act as cloud condensation nuclei, increasing the
reflectivity of clouds. Together these effects ... may add up globally to a
cooling effect as large as two watts per square meter, comparable to the
estimated contribution of sulfate aerosol (p. 1432).

In other words, the burning of (primarily tropical) forests is emitting
smoke aerosols that have an impact comparable to urban pollution in mask-
ing greenhouse warming. Indeed, taken together, the two effects provide
twice as much negative radiative forcing as the estimated positive radiative
forcing from greenhouse gas buildup to date. We should have been observing
global cooling over the past few decades, rather than warming.”

My interpretation of these two studies is that they seriously increase
the likely greenhouse warming that is in the pipeline but presently being

"Note that there was indeed cooling in the Northern hemisphere from the 1940s to the
1970s.
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masked by anthropogenic aerosols. Together, they provide a compelling
explanation for any shortfall of observed past warming from the amount of
transient warming predicted by the General Circulation Models. For this
reason, the 1990 IPCC judgement placing the “best guess” estimate for
the climate sensitivity parameter (A) at 2.5 °C for a doubling of carbon
dioxide equivalent above preindustrial levels would seem downward biased.
The IPCC chose this level, which is below the midpoint of the previously
accepted range of 1.5 °C to 4.5 °C, because of the shortfall of observed
transient warming from levels predicted by the general circulation models
(GCMs). Yet the most recent GCM runs had tended to predict a climate
sensitivity parameter on the order of 3-1/2 to 4 °C. The double-masking
effect of sulfate and smoke aerosols suggests the recent, hotter GCM runs
may have been right after all.®

Another recent scientific development is the natural laboratory experi-
ment provided by the eruption of the Philippine volcano Pinatubo. Sulfate
aerosols from the eruption were expected to cause global cooling of about
1/2 °C for two years or so from the increased albedo, based on estimates
of the GCMs (Kerr, 1992; Washington Post, 19 May, 1992). By the first
several months of 1992, global cooling was occurring by about the amount
predicted (ibid). The eruption thus provided verification of the GCMs that,
if it holds up, will be another basis for confirming their estimates of the
climate sensitivity parameter.

As the findings on aerosol masking illustrate, the scientific understanding
of global warming is evolving. The Rio framework convention was judicious
in explicitly providing that scientific uncertainty is not a basis for postpon-
ing action. At the same time, however, remaining scientific uncertainty does
seem to warrant a “best efforts” approach rather than legally binding emis-
sions limits by the end of the decade, essentially the strategy adopted at
Rio.

4. North-South Cooperation

The current state of both the science and economics points toward a decade
or so of cautious but meaningful action to begin limiting emissions of carbon
dioxide and other greenhouse gases while carrying out intensive research to
verify the severity of the problem and identify the proper extent of future
action. The Rio Summit showed, however, that it will be a major challenge

8The evidence in the ice core data is also more consistent with the higher range for A.
See Cline (1992b, p. 27).
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to mobilize participation by all countries. Many would say that US refusal
to adopt binding limits was a major instance of such difficulty, although
US representatives contended that the American action plan was one of the
most concrete in the world.

Regardless of the degree of cooperation among the industrial countries,
it was evident at Rio that there is even more doubt about whether, and
on what terms, the developing countries would be prepared to participate in
greenhouse restraint. There was a strong tone at Rio of reviving the “North-
South conflict” from the 1970s, with a focus on the transfer of resources
from rich to poor countries. The implicit theme was that whereas previous
“threats” from the South (oil and commodity power) had failed to mobilize
large resource transfers, perhaps the environmental threat would provide the
leverage to do so.

Mutual Interests. This orientation of the negotiations was unfortunate. It
tended to relegate the substance of greenhouse risk to secondary importance
and focus attention on bargaining over the traditional problem of sharing
global income. Yet global warming is a new problem with concrete stakes
for the South as well as the North.

There has been some tendency to depict the greenhouse problem as a
new infatuation of environmentalists in rich countries, a concern that is a
luxury the poor countries cannot afford. Indeed, the World Bank’s review
of environmental problems in developing countries had the overall tone that
global warming was far down the list in importance (World Bank, 1992).
In fact, Lawrence Summers of the World Bank has been quoted as arguing
essentially that any diversion of developing country resources to greenhouse
abatement would be a mistake considering that tens of millions of people
die annually from poverty, and that such life-saving measures as providing
safe drinking water should have much higher priority than limiting global
warming (New York Times, 31 May 1992).°

Suppose for the moment, however, that scientific uncertainty were re-
moved, and that global warming was indeed demonstrated to be extremely
likely to reach the dimensions outlined above over the long term. Under
these conditions, it would be a serious mistake for the developing countries
to consider the greenhouse problem to be a luxury for only the North to
worry about. The fact is that some of the most severe consequences would

?The same argument would seem to imply more broadly that investments in electricity,
steel, and certainly television sets or other luxuries should be postponed until safe water
and other life-saving infrastructure are available for all.
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be likely to occur in developing countries. The risk of damage from sea-level
rise for Bangladesh is well known, but sea level damages could also be high
in such countries as Egypt, China, Brazil, and numerous other developing
countries. For example, one study indicates that in China, Shanghai and
other important cities could be submerged (Cline, 1992b, p. 112). Simi-
larly, an international team of agricultural researchers coordinated by the
US Environmental Protection Agency has concluded that agricultural dam-
ages from global warming would tend to be the most severe in developing
countries, in part because their ability to adapt would be relatively limited
(Rosenzweig and Parry, 1992). Recent work by EPA also seems to suggest
that health damages from global warming would tend to be more severe in
developing countries.!?

The real issue, then, is not that greenhouse warming involves a trade-off
between the interests of the North and the South, but instead that it involves
a trade-off between the present generation and the future generation in both
the North and the South. There is a modicum of analytical validity to
greater emphasis on the present in the South, because of lower per capita
income relative to expected future levels and thus a higher (utility-based)
time discount rate.!! Broadly, however, responsible leaders in developing
countries should consider their descendants just as much as leaders in the
industrial countries should.

Recognition that developing countries are likely to experience greenhouse
damages at least as severe as those in industrial countries should help return
the question from one perceived of as a zero sum game, involving threats
from the South to elicit bribes from the North, to a positive-sum game where
broad participation can minimize damage in both areas.

The Rio Blame Game. Nor is it helpful to blame the North because the
rich countries have emitted the most carbon historically. Almost all of past
emissions occurred without awareness of any global warming damage. More
importantly, it is the large increases in future emissions — rising to some
ten times today’s levels — that threaten to impose high warming, not the
stock of carbon from past emissions. The developing countries are expected
to contribute the lion’s share of future emissions, because they will account
for nearly 90 percent of world population and the largest increases in per

1°Tn these various dimensions, more severe damage occurs in the developing countries
despite the fact that their geographical concentration in the lower latitudes would suggest
warming by less than global means.

1Even this justification is shaky, however, in view of the near-zero increase in per capita
income in sub-Saharan Africa over the past three decades (World Bank, 1992, p. 219).




50

capita income. Even today, developing countries are responsible for 45 per-
cent of carbon emissions if deforestation is included (29 percent excluding
deforestation; Cline, 1992b, pp. 331-34).

Action Stages for Developing Countries. Because considerable scientific un-
certainty remains, it is reasonable to expect the industrial countries to un-
dertake relatively greater abatement efforts at first, just as the rich tend to
spend relatively more on insurance than the poor. When and if a new phase
of sharply increased scientific certainty begins, more energetic measures by
the South would be appropriate. Even then, the objective would likely be
limiting future emissions increases in the South (to perhaps no more than
twice current levels), rather than seeking absolute reductions below present
rates. In both phases, additional financial assistance from North to South is
appropriate to cover a major portion of the cost of abatement.

5. An Action Program for the 1990s

The implicit and nearly explicit consensus coming out of Rio was that in in-
dustrial countries, by the year 2000 greenhouse gas emissions ( chiefly carbon
dioxide) should be no higher than in 1990; moreover, developing countries
should also be attentive to limiting emissions. Ideally the implementation of
this broad objective should be on an efficient basis. Technically, that would
require different proportionate cutbacks from baseline in different countries
in view of varying marginal cost of emissions reduction. Efficiency would
also require credit for sinks (planting trees) and cross-border efforts (e.g.
payments by the Netherlands to Poland to reduce Polish carbon emissions
for purposes of meeting Dutch reduction targets).

Efficiency Campaigns. The place to start is probably public campaigns to
move toward the best-practices frontier. In the United States, public util-
ity rate structures should be revised to create incentives to conserve energy.
Reasonable revisions in standards for buildings and automobile fuel efficiency
should be pursued. Information pooling should be pursued through coordi-
nated “model home energy configuration” programs that help overcome the
“public good” nature of investment in information.

Carbon Taz. 1t is difficult to see how much real progress will be made in
limiting carbon emissions until a price penalty is attached to them. My own
preference is for an initial tax on the order of $5 per ton of carbon, rising
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to $40 by the year 2000 (still only 12 cents per gallon of gasoline). Others
would prefer keeping the tax toward the low end of this range (Nordhaus,
1992a), but even implementing a tax on that level would send an important
signal to firms that economizing on carbon emissions in the future will be
important. The hybrid carbon and energy tax proposed in the European
Community is an important political breakthrough, but it is less efficient for
purposes of greenhouse policy than a pure carbon tax.

In the US context, the excess burden of the existing tax structure from
disincentive effects means that about 30 cents of each dollar collected is a
deadweight loss to society (Jorgenson and Wun, 1990). Shifting the compo-
sition of taxes toward carbon taxes should therefore provide an important
partial offset to abatement costs through reduction of this loss. Moreover, in
the United States the need to restore fiscal balance places a further premium
on the identification of politically feasible taxes.

During the 1990s, it seems highly un likely that a carbon tax could (or
perhaps even should) be levied internationally. The sums are potentially
too large for countries to entrust to international entities. Nonetheless, na-
tionally imposed and collected taxes would broadly have the effect of leading
toward efficient abatement, especially if set at comparable rates among coun-
tries.

In the first decade, some fraction (at least 10 percent) of carbon tax rev-
enue in industrial countries would appropriately be channeled to developing
countries to support specific programs to limit greenhouse gas emissions
(such as the adoption of non-carbon energy technologies or the reduction of
deforestation). Because a carbon tax will have a disproportionately large
impact on coal production (as coal has a higher carbon content per unit of
energy), it would be fair to allocate some of the carbon tax revenue toward
relocation and retraining of affected workers in the coal industry.

Research. By late in the next century the world economy may have to be
largely carbon-free, if cutbacks from baseline on the order of 80 percent prove
warranted as in my analysis. That outcome is difficult to envision without
important technological breakthroughs.

Analyses of technological change argue that in some areas such as solar
energy and especially biomass, there is potential for massive departure from
carbon-based technology but there is also a need to make an initial break-
through in such aspects as infrastructure as well as production technology.
Essentially, such observers are arguing that we face the type of problem il-
lustrated in Figure 1. At time 0 (today), unit cost of this technology (on
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Figure 1. Efficient infant-industry subsidy under environmental externality.

curve NC) exceeds that of carbon alternatives (curve CC). Technical change
is expected to reduce unit cost to levels at or below that of non-carbon tech-
nologies over time. However, the amount of any such future cost advantage
is likely to be sufficiently limited that there is insufficient compensation to
adopting the non-carbon strategy today. That is, the future savings rep-
resented by area B over the planning horizon are too small to warrant the
initial excess cost as represented by area A (especially after discounting).

Explicit inclusion of the negative externality of the carbon-based tech-
nology would increase its social cost curve, to C’C’. With this evaluation,
the initial excess cost area would shrink from A (=ace) to bcd, whereas the
area of future savings would expand from B (= egh) to dfh. The calculus
would now favor an initial subsidy to the non-carbon technology because
future savings would more than compensate.

Greenhouse policy in the 1990s should include some stimulus to research,
development, and adoption of non-carbon energy technologies (including
biomass because of its closed-cycle, zero net-emissions nature). 12 In the
United States, public funding for research for renewable energy has fallen
sharply over the past decade. This trend should be reversed.

12Biomass grown for fuel absorbs the same amount of carbon from the atmosphere that
it releases when burned.
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There is a key interaction between research and the carbon tax. The tax
provides an incentive to focus research efforts on carbon-saving methods, and
is thus likely to increase the rate of technical change in these technologies.
Moreover, part of the carbon tax revenue can be used to fund research.

Forestry Measures. Carbon can be removed at some $15 per ton through
afforestation and at less than $10 per ton through reduced deforestation,
compared with costs reaching $100-$250 per ton through cutbacks in in-
dustrial emissions at levels on the order of 50 percent or so from baseline.
Curbs on deforestation and programs of afforestation should be included in
the initial decade of greenhouse policy. Reduced deforestation in develop-
ing countries should receive financial support from the North. My program
of aggressive action includes an international afforestation effort to plant
260 million hectares in forest (of which 150 million would be in developing
countries). An efficient long-term strategy would emphasize the use of new
forested area for the production of biomass energy.

Removal of Carbon Subsidies. Many countries subsidize coal and oil. Shah
and Larsen (1991) estimate that nine large developing and Eastern Euro-
pean countries spend $40 billion annually on energy subsidies, and the for-
mer Soviet Union another $90 billion; the removal of these subsidies would
reduce global carbon emissions by an estimated eight percent. MacKenzie
et al. (1992) have estimated that US drivers receive an implicit subsidy of
as much as $300 billion per year, or $2.25 per gallon of gasoline. Even if
their estimates are pared down to eliminate costs that would persist even
with non-carbon fuel (road construction and maintenance, police, value of
untaxed parking, accidents, noise) and to omit direct evaluation of carbon
damage (which they place at $27 billion annually or more), a subsidy of
about 26 cents per gallon remains ($25 billion as motorists’ share of secu-
rity in the Middle East and $10 billion in air pollution). Outright subsidies
to coal in Germany and, arguably, the oil depletion tax allowance in the
United States, are further examples of carbon subsidies. At the very least,
an internationally coordinated greenhouse strategy can ask that nations stop
subsidizing the use of carbon, even if they are unwilling to begin taxing it.
Subsidy removal should be directly in the economic interests of the nation
in question (though not politically palatable to the interest groups that have
enjoyed the subsidies).
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Population. One of the most notable shortcomings of Rio was the absence
of a hard-hitting position on population growth. It is evident that over the
long term, emissions will depend on economic scale, and thus on population.
In an aggressive carbon limit program, the carbon budget will be about 0.4
tons per person per year if population stabilizes at 10 billion, but about half
that or less if some of the pessimistic population scenarios materialize. In
view of eventual carbon abatement costs of at least $10 per ton annually and
more probably $100 to $250 per ton, it is likely to be worth an investment on
the order of $1,000 or more to secure a steady-state population that is lower
by one person. That much money should go far toward reducing population
growth (e.g. through educating young women, strengthening social security
programs, etc.). What is needed is an ideological breakthrough, considering
that it is already known that living standards can improve more rapidly with
slower population growth.

6. Beyond 2000

The Rio agreement appropriately provides for at least two international re-
views of greenhouse strategy by the year 2000. Let us suppose that by that
year the scientific evidence is considerably more certain and substantially
confirms the warming prospects outlined above, including the likelihood of
high very-long-term warming. Under those circumstances, it will be appro-
priate to shift to a more intense international regime to limit and reduce
greenhouse gas emissions.

In this second phase, a logical first step would be widespread application
of carbon taxes at stiffer rates. The taxes could still be levied and collected
at the national level, but with greater international coordination on rates,
and with an explicit international program to channel some of the revenue to
those developing countries that adopt aggressive greenhouse abatement pro-
grams of their own. If such an internationally coordinated tax program failed
to achieve substantial limitation of emissions within a reasonable period (e.g.
5 to 10 years), it could be necessary to move to a regime of international
carbon quotas with tradable permits.

The tradable permit approach would ensure closer adherence to target
emissions. However, it would directly raise the equity and efficiency issues
associated with determining the initial allocation of the quotas. A reasonable
point of departure would be to set initial quotas based equally on three
shares in world aggregates: base year population (for equity), GDP (for
production needs), and carbon use (for realism at the outset). Over time,
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the weights would be phased down for carbon use (sooner) and GDP (later),
eventually leaving base year population (not contemporaneous, lest there
be an incentive to population growth) as a solely equity-based criterion for
allocation. Such an approach would automatically provide resource flows
to the developing countries, as their shares in carbon quotas would exceed
their shares in use, so that they could sell permits to industrial countries
and receive revenue thereby.

The second-phase regime would ideally rely on positive incentives to
countries to participate in emissions restraint, in the form of revenue-sharing
of carbon taxes channeled to developing countries that adopt abatement
programs. If positive incentives proved inadequate, then at some point it
would be appropriate to impose negative incentives, probably in the form
of trade penalties on countries that make little or no effort to limit carbon
emissions. The Montreal Protocol on stratospheric ozone depletion provides
a precedent for such penalties.

7. Conclusion

Despite its bad press, the Rio agreement marks a significant beginning and
workable initial framework for serious greenhouse policy. Recent scientific
developments if anything reinforce the prospect of future global warming by
increasing the estimated masking currently hiding the warming already in
the pipeline (from urban pollution and smoke particles from deforestation).
The evolving economic literature on the issue seems amply capable of leading
to the conclusion that the abatement game is worth the candle, although here
the verdict is likely to turn on whether a substantial time discount factor
should be permitted for pure myopia (and in intergenerational analysis).
Much scientific work remains to be done, however, including examination of
warming and its damage over the very long term (some three centuries).

In the meantime, a whole array of initial measures would seem to make
eminent sense, as outlined above. The principal area for debate in the initial
phase would seem to be just how high to set a carbon tax and how much
incentive to provide to technical advance in carbon-saving technologies. Ac-
tion in the otlier areas (movement toward best practices, subsidy removal,
forestry measures, population measures) should largely make sense even with
a relatively low assessment of the optimal carbon penalty.
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1. Introduction

In this paper, we use the Carbon Emissions Trajectory Assessment (CETA)
Model to investigate the value of information about global warming. The
CETA model represents world-wide economic growth, energy consumption,
energy technology choice, global warming, and global warming costs over a
time horizon of more than 200 years. In CETA, energy technologies and the
oil, gas, and coal resource bases are inputs to an energy submodel, which
supplies energy inputs to a production submodel, and the CO; by-product
to the warming submodel. In the production submodel, energy, labor, and
capital inputs are used to produce output which is then allocated to con-
sumption, investment, energy costs, and damage costs of warming. Because
energy costs (and energy-technology choices) are considered together with
warming damage costs, the time paths of CO; emissions and carbon taxes
in our mode] reflect an optimal balancing of the cost of emission reduction
and the benefit of reduced global warming.

2. Parameter Sensitivities

We begin our investigation of the value of information by exploring the
sensitivity of optimal policies to variations in key parameters. We do this at
two points in time: 2030 (before a major transition to coal based synthetic
fuels has occurred) and 2100 (well into this transition). We find that optimal
emissions tend to be insensitive to parameter variation in 2030, but not in
2100. This implies that resolving uncertainty about these parameters before
2030 is not likely to have high value — if roughly the same policy is optimal in

1This paper does not represent the views of EPRI or of its members.
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this time frame regardless of parameter values, little is gained by resolving
uncertainty about these values. Second, and conversely, the sensitivity of
optimal emissions in 2100 implies that resolving uncertainty well before 2100
is likely to have relatively high value.

Our sensitivity results also suggest a subset of key parameters on which
we focus in our subsequent value of information analysis. These are pa-
rameters which have significant effects on optimal emissions, and which (for
technical reasons) affect the benefits rather than the cost of CO2 emission
control. These key parameters are the warming rate per CO2 doubling and
the parameters specifying the warming damage function.

3. Valuing Information

To investigate the value of information about uncertain parameters, we use
the paradigm suggested by decision analysis. In this paradigm, information
is valued as the difference between (1) the expected value obtained if the state
of the world is known before a policy must be adopted, thereby allowing
a potentially different policy to be applied in every possible state of the
world, and (2) the expected value obtained if a single policy must be adopted
(without knowledge of the state of the world) and then applied across all
possible states of the world.

In using this approach, a central issue concerns how the emissions con-
trol policy under uncertainty in chosen. In the standard decision analysis
approach, this policy is set so as to maximize expected net benefits. How-
ever, the global warming problem is being considered in a highly political
context involving governments of many countries with differing perspectives
and interests. In this context, emissions control policies chosen in the ab-
sence of good information may be far from the optimal policy. Thus we
present results assuming both that the policy under uncertainty is optimal,
and that the policy is arbitrarily chosen in the political process.

There are numerous challenges in valuing information in the context of
the global warming problem. First, there is a very large number of uncertain-
ties involved in global warming. Second, available assessments of parameter
uncertainties are typically limited to possible ranges at most, while infor-
mation on distributional shapes and possible correlations among uncertain
parameters is not available. Third, perfect information rarely becomes avail-
able all at once — instead, there is a continuing process of updating “best
estimates” over time as information is developed. Finally, even without un-
certainty, modeling of global warming is computationally demanding, since
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warming involves complex natural and human systems over a time scale
measured in centuries.

In the face of these difficulties, we adopt certain simplifications in this
paper. First, based on our parameter sensitivity results, we limit our consid-
eration to three key parameters affecting the benefits of emission reductions.
Second, for most of our analysis we treat each parameter in turn as the only
uncertain parameter, and represent its probability distribution using three
points, with probabilities 1/6, 2/3, 1/6 for the Low case, Central case, and
High case, respectively. However, we do conduct an experiment to explore
the implications of joint uncertainty about more than one parameter. For
this experiment, we simplify our problem even further by assuming that the
two parameters are independently distributed and that these parameters
can take on only a High or Low value, each with probability 1/2. Finally,
in all the cases we consider, we assume that information perfectly reveals
parameter values.

4. Results Assuming Optimal Policy Under
Uncertainty

When we consider single parameter uncertainty assuming that policy under
uncertainty is chosen to maximize expected net benefits, our results suggest
that the value of information can be up to hundreds of billions of dollars.
For the key parameters we consider, we find that the value of information is
greatest for information regarding the potential warming anticipated from
a given increase in CO; concentration; however, the value of information
regarding the future damage costs of warming is nearly as great.

In general, these value of information numbers seem to justify devoting
substantial resources to resolving global warming uncertainties. Also, since
global warming research budgets are now directed primarily at resolving
scientific uncertainties like that about the extent of potential warming, our
results provide some support for the position that budgets for research on
impacts and adaptation are relatively under-funded, and should be given
more resources.

Although resolving uncertainty produces a large benefit relative to not
resolving uncertainty, the benefit of resolving uncertainty quickly is surpris-
ingly low. Specifically, we find that the benefit of resolving uncertainty now
instead of 20 years from now is roughly 2 percent of the overall benefit of
resolving uncertainty. This result is due to the fact that the optimal energy
use policy in our model would be about the same over the next couple of
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decades, for any resolution of uncertainty about the key model parameters.
However, by the middle of the next century, optimal energy use policies will
become more sensitive to the key model parameters. Consequently, the ben-
efits of accelerating uncertainty resolution by 20 years would be much higher
later on.

To obtain a rough sense of the implications of joint uncertainty about
two or more model parameters, we conduct an experiment in which we treat
two parameters as jointly uncertain and independently distributed. Our
results from this experiment are generally consistent with those for single
parameter uncertainty. However, there are some noteworthy differences.
First, the value of information about either uncertain parameter is higher
when the other parameter is treated as uncertain, rather than treated as
known and equal to its Central case value. Second, the value of resolving
uncertainty about both parameters simultaneously is well in excess of the
sum of the values of resolving information for each of the two parameters
treated as the only uncertain parameter. This result suggests that the sum
of the values of information for two or more parameters each treated as
the only uncertain parameter understates the value of resolving uncertainty
about all those parameters at once.

5. Results Assuming Arbitrary Policy Under
Uncertainty

In the forgoing analysis, we assumed that emissions control policy under un-
certainty is based on an optimal balancing of the expected costs and benefits
of emissions reduction. We also present some results assuming that policy
under uncertainty is arbitrarily determined by a real world political process
involving the governments of many countries with differing perspectives and
interests.

While it is difficult to forecast what kind of emissions reduction policy
might emerge from the political process, whatever policy emerges is unlikely
to be the optimal one. We consider two possible suboptimal policies that
might emerge: one is a policy of no emissions reduction before uncertainty is
resolved, and the other is a policy of limiting emissions to the 1990 level until
uncertainty is resolved. In either case, we assume that when uncertainty is
resolved, the policy will revert to the optimal one for whatever state of the
world is revealed.

When policy under uncertainty is arbitrarily chosen, we find that the
value of resolving uncertainty now instead of twenty years from now is much
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greater than when policy under uncertainty is optimal. Specifically, if the
arbitrary policy under uncertainty were to be no emissions reduction, the
benefit of resolving uncertainty is an order of magnitude greater; and if the
arbitrary policy were to be an emissions limit at the 1990 level, the benefit
is three orders of magnitude greater.

These results contrast sharply with our earlier ones that suggested there
was not a great deal of urgency in resolving global warming uncertainties
when an optimal policy is used under uncertainty. Evidently, if early res-
olution of uncertainty can head-off implementation of inappropriate CO,
control policies, early resolution has huge benefits.

6. Conclusions

The global warming problem is a complicated one, and placing a value on
resolution of global warming uncertainties is a difficult task. In this paper,
we present a first effort at such an analysis. Obviously, there are important
caveats that should be attached to our analysis.

First, the CETA model cannot perfectly represent the future for the next
200 years, even if the key parameters of the model are completely known.
Both the climate model and the economic growth model in CETA are very
simple representations of extremely complex systems over a very long period
of time; these simple representations necessarily omit many real world factors
that bear on the warming problem.

Second, our representation of uncertainty and learning is both limited
and simplified. We limit the number of parameters that we treat as uncertain
at a given time, we limit the number of possible values that each may take,
and we assume that these parameter values are either completely unknown
or perfectly known. In addition, the possible values that parameters may
take are in most cases just our own estimates of 5 and 95 percent probability
points for these parameters.

However, we have conducted a self-consistent exercise to identify impor-
tant driving variables and to estimate the value of information for a selected
subset of these variables. Caveats notwithstanding, we believe that our re-
sults support the following tentative conclusions:

1. If an optimal policy is used under uncertainty, the value of information
is large enough to justify current research efforts, and perhaps to justify
increased emphasis on research into the impacts of warming and cost of
adaptation to warming,.
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2. If an optimal policy is used under uncertainty, ample time is available
to plan and execute a well-designed research program to resolve uncer-
tainties.

3. However, if the political process will choose suboptimal policies and this
choice could be prevented by early resolution of uncertainty, the urgency
of resolving uncertainty is dramatically increased.
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Abstract

This paper concerns the optimal regulation of greenhouse gases that lead to
global climate change. In particular, we focus on uncertainty and learning
(which, over time, resolves uncertainty). We present an empirical stochastic
model of climate-economy interactions and present results on the tension
between postponing control until more is known vs. acting now before irre-
versible climate change takes place.

1. Introduction

Uncertainty is a dominant characteristic of environmental externalities, in-
cluding the accumulation of greenhouse gases leading to climate change.
We understand well neither the effects of climate change nor the costs of
controlling greenhouse gases. This is one reason considerable sums are ex-
pended in trying to better understand this problem. An additional factor
frequently comes into play having to do with the cumulative or stock effects
of greenhouse gases. It is not the emissions of greenhouse gases that directly
cause adverse effects; rather it is the stock of these gases that may lead to
climate change and these stocks change slowly with a great deal of momen-
tum. These two aspects of the problem — stock effects and uncertainty —
lead to a tension between instituting control and delaying control.! Some in
society will desire control of greenhouse gases before climate change is well
understood. Others in society may urge delaying control until the problem
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and by NSF Grant SES-91-10325. Superb research assistance from Ying Zhang is gratefully
acknowledged.

!There are other examples with these basic characteristics: hazardous wastes and
groundwater, acid rain, species extinction, pesticide accumulation, and the list could go
on.
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is clearly delineated. If, ez post, the problem turns out to be less severe than
expected then those urging delay will have been proved correct (ez post). If
on the other hand, the problem turns out to be more severe than expected,
then delay can be very costly indeed.

This paper concerns one of the most fundamental questions in the cli-
mate change/greenhouse gas control policy arena: when and to what extent
to regulate the generation of greenhouse gases when uncertainty exists and
learning is taking place. Thus this paper seeks to determine how the fact
that we are learning about climate change influences our actions today to
control greenhouse gases. In our application, there is uncertainty on the
damage from climate change. While there has been some work related to
this question (Manne and Richels, 1992; Peck and Teisberg, 1992; Nordhaus,
1991a), explicit treatment of the learning process has yet to appear in the
empirical literature on climate change.? Qur approach to the problem is to
adapt a simple optimal growth economy-climate model (Nordhaus, 1992) to
include uncertainty and learning.

Two primary results emerge from our analysis. If emission control is
perfectly reversible (no sunk capital), then the fact that one is learning does
not appreciably affect today’s emission control policies. This is because
of the long lags in emissions contributing to temperature change. In the
case where emission control investments, once made, become sunk costs,
then rapid learning does tend to modestly reduce optimal current period
emissions.

The next section of the paper reviews some important contributions to
the theoretical literature on learning, as well as existing empirical analyses
of climate change and learning. The subsequent section presents our model
of optimal regulation. We examine the case of uncertainty in the disutility
of pollution. We then consider results.

2. Background

Irreversibilities and Stock Ezternalities

A major literature has developed in the area of investment under uncertainty
in the presence of externalities. Arrow and Fisher (1974) initiated much of
the work in this area by focusing on a two period model with uncertainty
about the benefits of an environmental asset that is to be exploited (e.g.,

23ee Kolstad (1992), and Cunha-e-sa and Kolstad (1992) for a discussion of theoretical
issues surrounding learning and stock externalities.
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a canyon flooded to make electricity). With some uncertainty resolved be-
tween the two periods and the impossibility of undoing development of the
environmental asset, it turns out to be optimal to bias development in favor
of preservation of the environmental asset. Henry (1974a, 1974b) published
similar results. In essence, taking an irreversible action has a cost in terms of
reducing the value of information. Arrow and Fisher (1974) introduced the
notion of quasi-option value, the value of the information gained by wait-
ing before exploiting the environmental asset. Since then, there has been
a considerable literature on irreversibilities and on quasi-option value (e.g.,
see Fisher and Hanemann, 1987, 1990; Freeman, 1984; Olson, 1990; Conrad
1980; Miller and Lad, 1984). Of course there is also a large literature in
finance on option value. In particular, a number of recent papers concern
the optimal timing of capital investments (e.g., oil field development) when
learning is taking place (e.g., oil field exploration); see Paddock et al., (1988).

Another related literature, primarily from the early 1970s, concerns opti-
mal growth in the presence of environmental externalities, particularly stock
externalities. This was a natural extension of the optimal growth models
that were popular in the 1960s and early 1970s. An important and charac-
teristic paper in this genre is that of Keeler et al., (1971). In that paper a
simple optimal growth model is posited where utility is a function of con-
sumption and a stock of pollution. Optimal paths for accumulation of capital
and pollution are developed for several different types of pollution control.
Other papers of this type include Plourde (1972), d’Arge and Kogiku (1973),
Smith (1972), Plourde and Yeung (1989) and Forster (1973). Cropper (1976)
also considers such a model of optimal growth, but focuses on catastrophic
environmental effects - the ultimate in irreversibilities.

Learning

There are three basic types of learning which are potentially applicable to
global warming. One is active learning whereby observations on the state
of the economy/climate conveys information about uncertainty. Thus by
perturbing emissions, one can obtain information about uncertain param-
eters. A second type of learning is purchased learning whereby knowledge
is purchased and the amount of knowledge purchased (R&D expenditures)
depends on its cost and benefits. A third type of learning can be called
autonomous learning where the mere passage of time reduces uncertainty. It
is this third type of learning that we examine in this paper.
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1. Information Structures. The typical approach to including autonomous
learning in models of irreversibility is to posit a two or three period model
where uncertainty changes from one period to the next. Miller and Lad
(1984) use a two period model with an ez ante probability distribution on
period i benefits (b;) of f(by,bs). After observing period one benefits, the
ez post marginal distribution is obtained: f(by,bz|b;). While this is clearly
learning, we need a way to parameterize the rate of learning so that the
effects of the rate of learning can be deduced. Jones and Ostroy (1984),
Olson (1990), and Marshak and Miyasawa (1968) provide such a framework
through the concept of an ordering on information structures. Starting with
a set of states of nature and an informative message, an information struc-
ture consists of a prior on the probabilities of receiving specific messages,
along with a conditional probability on states of nature, given a specific
message. Of two information structures with the same prior on states of
nature, the one that has the greater variability in terms of possible posteri-
ors is viewed as being “more informative.” This is equivalent to the more
informative structure yielding a higher attainable expected utility when the
consumption bundle depends on the state of nature (Jones and Ostroy, 1984
— more flexibility can only be advantageous). Thus if two learning processes
yield two comparable information structures, then the structure that is more
informative corresponds to greater learning.

To quantify this concept of learning further, suppose there is a set of
possible states of nature, indexed by s=1, ..., S. Furthermore, suppose
_there is a finite set, Y, of possible “messages” containing information on
the state of nature. Suppose the prior on receiving particular messages is q
(dimension equal to the size of Y) and the conditional probability on states
of nature (after the message yeY has been received) is 7(y). We use the term
“prior” to refer to a probability distribution on states, before the message
is received and posterior to refer to distributions assuming a message has
been received. Let I be a matrix with columns consisting of 7(y) with a
different column for each y. Thus II has S rows and the same number of
columns as members of Y. (Il,q) is an information structure. A first goal is
to develop an economically relevant ordering on information structures. A
standard definition of the comparative value of information is provided by
Jones and Ostroy (1984) (see also Laffont, 1989).

2. A Special Parameterization of Learning. We consider a special restriction
on the set of comparable information structures. In particular, if there are S
possible states of nature, we assume a message consists of a noisy signal as
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8
State 1 State 2

Figure 1. Star-shaped spreading of beliefs from 7.

to the true state of nature and there are S possible noisy signals. Let Ae[0,1]
reflect the level of information in the signal with 0 being no information and
1 being perfect information. Thus given a prior © we define the star-shaped .
information structure (II,q) where q= 7 and the s® column of II is

™™ = (1= )7 + Aes (1)

where e, consists of all zeros except with a one in the s* position. Clearly
Tq=II7 = 7. Furthermore if A=0, each column of Il is 7 and if A=1, II=I.

As an example, suppose you can receive one of three messages indicating
whether the state of nature is 1, 2 or 3. We thus assume that the number
of possible messages equals the number of possible states-of-nature, which
need not be the case. A message that conveyed the maximum amount of
information would resolve all uncertainty on the state of nature. If the
message is t0o noisy to contain any information, then the posterior on states
of nature is the same as the prior. This is illustrated in Figure 1 where the
simplex of probabilities on states of nature is shown. The prior is #. The set
of posteriors associated with a star-shaped spreading of beliefs, spread all
the way out to the vertices, is shown by the three lines radiating out from
7. Perfect learning would move you to one of the three vertices following
receipt of the message. Less perfect learning would move you to one of the
three points marked with circles. Even less perfect learning would move you
to one of the three points marked with x’s after receiving the message.
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The advantage of representing learning by this star-shaped spreading of
beliefs is that the process can be parameterized by the A in equation (1). The
disadvantage is that we have eliminated perfectly legitimate and orderable
learning processes (emanating from 7 in Figure 1).

Economy-Climate Models

Economic models have played a critical role in the formulation of environ-
mental policy in the US over the past three decades. The main function
of these models has been to simulate the economy’s response to particular
environmental regulations. Before putting a regulation in place, Congress or
regulatory bodies desire to estimate the economic effects as well as the en-
vironmental effects of these regulations. That is precisely what an economic
mode] can do, at least in theory.

One of the first economics papers in the global warming area is by Nord-
haus (1977) and one of the earliest models is due to Nordhaus and Yohe
(1983). They utilize a highly aggregated model, specifying in a single equa-
tion the relationship between world GNP and inputs of non-energy factors
(such as labor), fossil fuels and nonfossil fuels. Technical change is explic-
itly represented. Using this highly simplified representation of the world
economy, the authors focus on the effect of uncertainty in the underlying
parameters on levels of CO, over the next 125 years. They are also able to
infer which aspects of their model most affect atmospheric CO; levels.

William Nordhaus’ work has also evolved considerably since the early
1980s. In a recent paper, Nordhaus (1992) augments his economic model
by incorporating equations representing the evolution of the atmosphere in
response to greenhouse gas emissions. He has also conducted a useful and
thorough review of the costs of control of greenhouse gas emissions (Nord-
haus, 1991b). Also in the early 1980s a much more detailed model of the
relationship between CO; and world energy demand was developed at Oak
Ridge Associated Universities (Edmonds and Reilly, 1983). The model di-
vides the world into nine regions. In each region aggregate energy demand
is a function of prices and income. Supply of energy is represented in some
detail, with various technological options represented separately. Using the
model, they demonstrate the effect of carbon taxes, either on a worldwide
basis or just for the US. Thus they are able to demonstrate the effect of reg-
ulation as well as the difficulty in controlling the problem at the sub-global
level.

Edmonds and Reilly have developed their model further in recent years
(Edmonds et al., 1986). In a recent paper (Darmstadter and Edmonds,
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1989), they demonstrate the dramatic effect uncertainty can have on future
CO, emissions. For example, they show that there is a 5% probability that
CO; emissions will actually be substantially lower in 2050 than at present,
at least given the probability distributions they assume for their exogenous
parameters.

Recent entrants into the greenhouse gas analysis arena, though not new-
comers to energy modeling, are Alan Manne and Richard Richels. They
extend Manne’s ETA-Macro model (Manne, 1981) to include the generation
of greenhouse gases (Manne and Richels, 1990). The model is used to deter-
mine the level of a carbon tax that would be necessary to support particular
CO; emission goals for the US. Related to this question, they have used
their model to look at the value of R&D in climate change by looking at the
payoff from resolving uncertainty (Manne and Richels, 1991b; 1992).

The Manne and Richels framework has proved to be very popular in
greenhouse policy circles. Peck and Teisberg (1992) have introduced a dam-
age function into the Manne and Richels model to examine the influence
of the curvature of the greenhouse gas damage function on optimal control
policies. Manne and Richels (1991a) have substantially extended their model
by considering several distinct regions of the world. This model they term
the “Global 2100” model.

There are several other models of the economics of CO, generation that
should be mentioned. Marks et al., and Dixon and Johnson have examined
the effect of CO, emission controls on the Australian economy using the
ORANI general equilibrium model. Richard Kosobud has developed a series
of models, sometimes alone or sometimes in conjunction with others, to
examine specific greenhouse gas issues (Kosobud, 1989; 1990).

3. A Stochastic Model with Learning

In this section, we present a general model of the dynamic evolution of
an economy, incorporating emission control, pollution accumulation, and
pollution damage. To a large extent it is a standard optimal growth model,
although some aspects having to do with the climate are nonstandard. It is
based on the climate-economy model of Prof. William Nordhaus (Nordhaus,
1992). His model is deterministic however, and our model is stochastic.
The model is not regionally differentiated and involves the maximiza-
tion of the net present value of expected utility. Utility is enhanced by
consumption and depressed by pollution damage. Output can be channeled
to consumption, emission control, or investment. Uncertainty enters in that
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several states of the world (s) are possible and one wishes to maximize ex-
pected utility. The following represents such a model. The parameter h; can
be ignored (assumed constant) for the time being; it will be used later when
we consider learning.

max 35, 7" T, Lo T (b ) ule(he 1), dlhit),8]L(1)  (2)
st I(t, hy), E(t,he) >0 (2a)

Y(t,he) = fIK(t, he), L(2), E, (¢, ht), 1] (3)
c(t,he) = [Y(t,he) — I(2, hs)]/ L(2) (3a)
d(t,h) = g[T(t, he), Y (2, he)l/ L(2) (3b)
PTRS < T @
K@+ 1, hy1) = (1= 8x)K(t, he) + I(t, he) (3d)
M@+ 1, hip1) = (1= 6m)M(t,he) + BE(L, he) (4)
T(t+1, hey1) = s[T(t, he), M(2, he), O(2, hy)] (4a)
O(t + 1, hiy1) = r[T(t, k), O(t, hy)) (4b)

£
=
®
8
®

= investment (control)

= emissions of greenhouse gases (control)
= capital stock (state)

= stock of greenhouse gases (state)

= mean atmospheric temperature (state)
= mean deep ocean temperature (state)
= per-capita consumption

= per-capita climate damage

= gross output of goods and services
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p discount factor

dx = capital depreciation rate

épm = greenhouse gas decay rate

L. = Population/labor supply

t = time/technology

s = state-of-the world

# = Greenhouse gas emission factor
7s = Probability of states: 3 7, = 1

I

Equations (2-3) constitute the basic economic model and equations (4)
describe the evolution of the climate. Equation (3c) indicates that the emis-
sion rate of greenhouse gases is nondecreasing; i.e. investment in emission
control is irreversible. The links between the economic model and the cli-
mate are E and T. Emissions (E) increase CO; levels (M) which increase
temperature (T) which causes damage (d) which yields disutility. The goal
is to choose the investment path and emission path that maximize expected
utility.

Learning

Introducing learning into this model involves introducing a second set of
states corresponding to different messages that might be received (see dis-
cussion of equation 1). Each message yields a different outcome of the learn-
ing process where an outcome is a new probability on states of nature, 7,(t).
Let Y, be the set of possible single period outcomes of the learning process
at time t. One can think of these as messages as was previously discussed
(see also Laffont, 1989). For instance, Y could contain three elements, Y, =
{¥1, ¥2, ¥3} where y; = learning which increases the likelihood that global
warming is serious, y; = learning which indicates global warming is a modest
problem. ys = learning which indicates that global warming is not serious.
Before learning occurs we do not know whether y;, y2 or y3 will be realized
although we do know the probabilities of elements of Y; occurring,.

While Y, indicates the possible outcomes of the learning process at
t, to know the current state of knowledge, it is also important to know
the learning that has preceded t. We call this the history of learn-
ing, Hy = {(Yo,.--,¥t) | ¥yieY;V0 <i < t}. Notationally, H, contains the
learning that occurred in time period t. An element of H; is a particular
history.

For instance, consider a ten period world in which learning can proceed
in three directions {-1, 0, 1} at any point in time. Figure 2 illustrates the
history (0, 1, -1, -1, -1, 1, 0, 1, 1, 0). If we partition any h; as (h¢-1, y¢),
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t: 1 2 ) & b 6 ? 8 9 10 u

Figure 2. The learning history: (0,1,-1,-1,-1,1,0,1,1,0).

then we define the “predecessor” and “most recent” functions, ¢: H; —
Hi—; and ¥: H, — Y, as ¢(h) = h¢_q, ¢(hy) = y;. The function ¢
indicates the most recent learning whereas ¢ indicates learning that occurred
earlier. This allows one to functionally represent the learning path and to
compute the probability vector on states of the world, w(h¢,t). Define the
transition matrix II¢(h) such that each column is a posterior probability
vector corresponding to a different element of Yy+;. Thus w(hg,t) is the
column of II;_;(¢(h¢)) corresponding to ¢ (h;). Furthermore if qi(h¢) is the
probability vector associated with different elements of Y4, then

w(he,t) = ILi(he)ge(he). (5)
(IT¢(he),qe(he)) is a learning structure as described earlier.
It is “easy” to modify model (2-4) to incorporate this learning. All of
the variables in the model are already indexed by h;, we only need to define
how h; evolves.

_ ) (@=X)m(hs,t) + Aey if tp(hiy) indicates s
m(herr,t+1) = { (1 = Mm(hygyt) otherwise (6a)
where
ke = @(hi41) (6b)

where e is a vector of 0’s and 1’s with a 1 in the s*P position, 0’s in the rest
of the positions, and A is the rate of learning. We assume the message space
is the same as the space of possible states of the world. Thus messages are
noisy indications of the true state of the world.

There are many ways uncertainty can enter a model such as this. We
assume uncertainty in the damage from global warming. Specifically, we
write utility as
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Evolution of Expected Variance

Expected Vartance
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<
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a LAMBOA=C + LAMBOA=Q].23 (o4 LAMBOA=O. 5
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Figure 3. Evolution of expected variance of A[7,(A = 5) = .2;7,(A =
0) = .8].

ule(?),d(2), 5] = log[c(?) — A,d()]. (7)

We further assume there are two states of the world, B and L, corre-
sponding to global warming being a big problem (B) vs. global warming
being a little problem (L). We assume 7g(t=0) = .2 and 7,(t=0) = .8 with
Ag = 5 and A = 0. This is somewhat arbitrary but yields an expected
value of A of 1 and reflects the fact that damage could be serious. The
variance of A is 4. Figure 3 shows how the expected variance of A changes
with learning at various learning rates.

4. Results

The model described by equations (2-7) has been implemented using time
points at 10-year intervals beginning in 1965. See the appendix for details on
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Figure 4. Three-period learning.

the implementation. The first three points (1965-1985) are used as calibra-
tion and control of emissions is fixed at zero. Optimal emission control levels
are computed beginning in 1995. Learning occurs in 1995-2005, 2005-2015,
and 2015-2025. No learning occurs thereafter. Learning can be of two types,
B or L, corresponding to suggesting global warming is a big problem (B) vs.
suggesting global warming is a little problem (L). Figure 4 illustrates the
possible paths learning can take. If the probability of B in 1965 is 7(0), it
will stay at that value through 1995. At that point the probability change
depends on how learning progresses. In 2025 and thereafter there will be
eight possible values of this probability, depending on the learning history.
Al of the variables in the model must be indexed on the path learning takes.

The model described in the previous section was an infinite horizon
model. Such a model takes a fair amount of computer time to solve so we
have chosen to approximate this with a 20 period/200 year finite horizon
model. Figure 5 shows, for the case of the deterministic model (2-4), the
effect of the horizon on optimal emission control rates.® Clearly the control
level in 1995 is largely unaffected for horizons in excess of 20 periods.

3The figure shows the solution to the deterministic model using equation (7) as an
objective with A, = 1 for S = B,L. This is the expected value (equation 3c removed) of
A, and no learning occurs.
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Optimal Emission Control Rates
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Figure 5. Optimal emission control rates.

Model (2-7) was solved under two conditions. In one, emissions were
allowed to take any positive value. In the other, the emission control rate
was restricted to be monotonically non-decreasing (equation 3c included),
reflecting the fact that emission control investments tend to involve sunk
costs: once a control level is implemented, it is unlikely to be decreased at a
later date.

Focusing on the year 1995, with reversible emission control rates (i.e.,
equation 3c is omitted), we find that optimal control levels for greenhouse
gases are virtually unaffected by the rate of learning. If one overcontrols
today, then that error can be corrected in the future. Thus the fact that
learning is taking place does not impact current decisions to control emission.

It is for this reason that we focus on emission control rates that are
monotonically non-decreasing. In this case, once an emission control level
is implemented it cannot later be reduced, even if climate change turns out
to be less significant. Figure 6 shows how the level of emission control in
1995 is affected by the rate of learning, A. Recall that A = 0 corresponds
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1995 GHG Control Rates vs Learning Rate
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Figure 6. 1995 GHG control rates vs. learning rate.

to no learning whereas A = 1 corresponds to resolution of all uncertainty
in one period. Thus when learning is occurring rapidly, it pays to reduce
greenhouse gas control rates from approximately 7% to as low as 3%. More
modest learning rates involve more modest reductions in control rates, but
reductions nevertheless.

The reason for lower emission control levels with more rapid learning is
that it is better to defer irreversible control decisions until more is known. It
is interesting that the irreversibility in control capital dominates the climate
irreversibility. This is no doubt because of the long lags involved in climate
change. Figure 7 shows, for A = 0.5, how atmospheric temperature increases
vary with learning histories.? Atmospheric temperature changes come long
after the emissions occur. This suggests the potential payoff from control
measures that are reversible.

*The learning histories are shown in the figure. The path BBL, for instance, corresponds
to learning in the direction B in the first two periods, followed by learning in the direction

L.
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Atmospheric Temperature Rise (°C)
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Figure 7. The evolution of atmospheric temperature.

It is interesting to compare this result to that of Manne and Richels
(1992). While their model is substantially different than ours, they show
that immediate resolution of uncertainty (very rapid learning) results in
lower emission control rates (higher emissions) than when uncertainty is not
resolved. This is qualitatively the same as our result.

Figure 8 shows how emission control evolves with learning over time
for A = 0.5. In 1995, control goes to 5%, before learning occurs. In 2005
one period of learning occurs. If that learning is B, control goes to 11%;
otherwise it stays at 5%. After another period of learning, the range of
control levels grows even further.

Figure 9 shows the value of information as a function of A. The ex-
pected value of perfect information is the difference between the net present
value of expected consumption less damage if emission control can be made
completely contingent on the state of nature and the same figure with un-
certainty and non-state-dependent controls. The expected value of perfect
information (EVPI) shows what it could be worth to resolve all uncertainty
instantaneously. Even modest learning rates substantially reduce the EVPI.
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Optimal Emission Control Rates
(Learning: Three Periods; lembda=0.3)
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Figure 8. Emission control paths.

This is somewhat consistent with Peck and Teisberg (1992) who show only
modest value to resolving uncertainty.

5. Policy Implications

The results of this simple model do suggest that rapid learning biases cur-
rent period CO; control levels downward. Thus these results tend to support
those who argue that policy-makers should take a wait-and-see approach to
CO; mitigation. There are two important qualifiers to this result, however.
One is that learning only biases control downward and does not elimirate
the desirability of some control. Secondly, the assumption of complete ir-
reversibility of emission control investment may be extreme and certainty
suggests the development of control strategies which are reversible; this is
related to but not quite the same as a no-regrets strategy.

The most important caveat of all, of course, is that the model presented
here is highly stylistic and is really only intended as an illustration or research
tool; it is certainty not intended to be used to develop policy.
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Figure 9. Expected value of perfect information.

6. Conclusions

In this paper we have presented an empirical model of learning with uncer-
tainty in the context of the control of greenhouse gases. We have demon-
strated that when irreversibilities exist in both climate change and emission
control, emission control dominates. Thus accelerated learning tends to re-
duce current period optimal emissions.

Appendix: Model Implementation

In implementing the model (2-7), we have followed closely the deterministic
DICE model (Nordhaus, 1992). Thus, suppressing h; for the moment, the
functions f, g, s and r in equations (3) and (4) are defined as

f: Y(t) = [1- bip(t)] A®K () L(t) (A-1)

where p(t)=1- ;s (0<p<) (A-2)
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) _  Y(1)o,T(2)®2
& d(t) = Lh+0:7(0° (A-3)

s T(t+1)=T(t)+ & {F(t) - AT(t) - B(T(t) - 0(1)]} (A-4)

where F(t) = 4.1 log[ M (t)/590]/log(2) (A-5)
r: O(t+1)=0() + & {&[T(1) - 0(t)]} (A-6)

where A(t) and o(t) are exogenous technology change parameters. Parame-
ter and starting values are documented in Nordhaus (1992).
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The Economic Costs of Global Warming:
Some Monetary Estimates
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Abstract

The paper outlines order of magnitude estimates of the damage caused by a
doubling of atmospheric CO; concentration. Results are presented for five
regions and the world as a whole. The estimates for industrialized countries
confirm the Nordhaus damage range of 0.25 to 2% of GNP, although they
tend towards the upper bound. The estimates for developing countries are
about twice as high, confirming the view that the poorest countries will suffer
most, even if adequate protection measures are taken. Regional differences
may, however, be considerable, as is exemplified by the estimates for the
former Soviet Union and China.

1. Imntroduction

It has repeatedly been argued that an efficient policy response to global
warming will have to consider both the costs and benefits of greenhouse gas
abatement. Evidently, the precondition for such an approach is at least a
vague knowledge of the costs as well as the benefits of policy action. Several
studies already exist on the costs of greenhouse gas control and the number
is growing steadily (for a survey see e.g. Boero et al., 1991). This paper
thus concentrates on the benefits — or, more correctly, the avoided damage
- of abatement policies, an aspect which has gained less attention so far.
Given the large amount of uncertainty which still dominates the impacts
discussion, any attempt towards a monetary damage estimate can hardly

!CSERGE is a designated research center of the UK Economic and Social Research
Council (ESRC). Financial support by the Schweizerische Nationalfonds fir Forschung
und Wissenschaft is gratefully acknowledged. I am indebted to N. Adger, R. Kay, S.
Kverndokk, W. Nordhaus and D. W. Pearce for comments on an earlier draft of the

paper.
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be more than a rough assessment of the order of magnitude. In addition,
several simplifying assumptions had to be introduced to pursue the task.
Most importantly, we do not aim to estimate a whole damage function,
but only provide an estimate for one point in time. Specifically, we try to
estimate the damage occurring with an atmospheric COz-concentration of
twice the preindustrial level (2 x CO;). Based on IPCC (1990a),2 x CO; is
assumed to lead to an (equilibrium) increase in global mean temperature of
2.5°C. In arecent paper, Wigley and Raper (1992) estimate that this will be
accompanied by a sea level rise of about 50 ¢m by the year 2100, considerably
lower than TPCC’s initial prediction of 66 cm. The following results will be
based on this more optimistic estimate. In order to avoid predictions of
growth and future development, we choose the year 1988 as base period,
i.e. we estimate the damage which 2 x CO, would cause to a world with
the economic structure of 1988. Six different (partly overlapping) “regions”
are considered: EC, USA, the countries of the former USSR, CHINA, the
OECD nations (including EC and US), and the WORLD as a whole. In
this respect the paper goes beyond the studies by Cline (1992), Nordhaus
(1991a, 1991b), and Ayres and Walter (1991) which pursue a similar task,
but are basically restricted to the United States. Like these studies, the
paper neglects multiplier effects. That is, we will only estimate, for example,
the impacts on forests and forestry (including price effects), but will ignore
the effects this may have, say, on the furniture industry.2

Climate change will affect a wide range of activities and sectors. An
attempt at a classification is made in Figure 1. The paper follows this
categorization and deals with each aspect in turn. Total damage is the sum
of the costs in each sector. It is evaluated and discussed in the final section.
The figures presented are based on Fankhauser (1992) of which the present
paper is an extended summary.?

2. Capital Loss

The rise in sea level triggered by global warming threatens to inundate vast
land areas along low lying coastlines. Not all threatened areas will necessarily
be abandoned, however. It is quite likely that at least the more valuable areas
will be protected. Like Titus et al. (1991) and IPCC (1990c), we assume

2For an assessment of this method compared to the “true” general equilibrium welfare
costs, see Kokoski and Smith (1987). While the measure is inexact, the sign of the deviation

is unclear.
3The detailed paper Fankhauser (1992) is available from the author on request.
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Figure 1. Overview on global warming impacts.

that it will be cost efficient to protect highly developed areas such as cities
or tourist beaches, while undeveloped or sparsely populated regions will be
abandoned (partial retreat scenario).* This assumption, although certainly
a reasonable one, is made not least for data reasons. Instead of calculating
the potential capital loss, we evaluate the costs of capital protection. The
value of the unprotected areas lost will be considered in the following section.

The estimates are based on a study by Delft Hydraulics, which calculates
the worldwide costs of protecting beaches, cities, harbors, and densely pop-
ulated coastlines against a sea level rise of one meter within 100 years (see
IPCC, 1990c). The measures considered include the building of seawalls,
levees and dikes, beach nourishment, and the elevation of islands. They
include protection as well as maintenance costs,

The Delft figures are adjusted to our assumption of a 50 cm rise assuming
an exponential relationship between protection costs and sea level rise ( Titus
et al., 1991). The Titus et al. estimates imply a power factor of 1.28. For
a 50 cm rise, the Delft figures thus had to be multiplied by a factor of
()% = 0.41. In addition, as they are estimates of the undiscounted total
costs of protection, the Delft estimates had to be translated into an annual
expenditure stream (see Cline, 1992). The resulting estimates are shown in
the first row of Table 1.

*This assumption is probably too optimistic for poorer countries which will lack the
funds to protect their coasts sufficiently. Initiatives for insurance funds or technical aid
are therefore not only desirable on equity grounds, but necessary conditions for the cost
efficient response to become feasible.
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Table 1. Damage due to 2 x CO, (bn$).

Former

EC USA USSR CHINA OECD World

Coastal defense 0.1 0.2 0.0 0.0 Q.5 1.1
Dryland loss 0.3 2.1 1.2 0.0 8.1 14.0
Wetland loss 4.9 5.6 1.2 0.6 15.9 31.6
Special loss 7.1 6.4 2.6 1.5 17.3 28.2
Agriculture 9.7 7.4 6.2 7.8 23.1 39.1
Forestry -4.1 -1.8 -2.9 1.1 -10.0 -10.8
Fishery?® - - - - - -
Energy - - - - - -
Water 14.1 13.7 3.0 1.6 34.8 46.7
Other sectors ? ? ? ? ? ?
Amenity 7.0 6.8 -0.7 0.7 20.1 23.1
Life/morbidity* 22.0 16.6 3.9 7.3 57.3 89.3
Air pollution 3.5 6.4 2.1 0.2 11.9 15.4
Migration 1.0 0.5 0.2 0.6 2.0 4.3
Natural hazards® 0.0 0.2 0.0 0.2 1.1 3.2
Total (bn$) 65.6 64.1 16.8 21.6 182.1 285.2
(% GNP, 1988) (1.5) (1.3) (0.7) (6.1) (1.4) (1.5)

Note: Negative numbers denote benefits (“negative damage”).
%Fishery loss is included in wetland loss.

®Mortality only.

“Hurricane damage only.

3. Dryland Loss

As argued above, we presume that densely populated areas will be protected
against the rising sea. The loss of dryland due to climate change will there-
fore be restricted to undeveloped and sparsely populated areas.

The area affected was estimated using Rijsberman’s (1991) estimates of
sparsely populated, low lying coastlines, which was completed by our own
calculations. To get an area estimate we assumed a loss of 0.46 km? per
kilometer of undeveloped coastline (based on the calculations of Titus et al.,
1991). The figures are shown in Table 2.

Valuing coastal lands is rather difficult and figures differ by several orders
of magnitude depending on use and location of the piece of land in question.
For the OECD regions, we adopted the average value of 2 m$/km? used in
Titus et al. (1991) and Rijsberman (1991). For the former USSR, where the
main area under threat is the almost uninhabited north coast, we used an
arbitrarily chosen price of 0.5 m$/km?. For the world as a whole we assumed
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Table 2. Dry- and wetland loss due to 2 x CO, (partial adjustment sce-
nario).

Former
EC USA USSR China OECD World
Wetland loss® 9,887 11,121 9,788 11,918 33,862 252,985
(km?)
Dryland loss 1,596 10,695 23,920 0 40,420 139,923
(km?)

Source: Compiled from Rijsberman (1991) and Titus et al. (1991). See Sections 3 and 4.
“OECD excluding Australia, Canada and New Zealand. World excluding some 60 coun-
tries.

1 m$/km? as an average between the high price in the industrialized world
and the lower prices in less developed countries.®

Following Cline (1992) in assuming a 10% return on land per year, we
can derive the annual revenue losses reported in Table 1.

4, Coastal Wetland Loss

The amount of wetlands likely to be lost through 2 x CO2 depends mainly
on the possibility for the systems to migrate inland, and therefore on the
amount of coastal protection measures taken. The more comprehensive the
defense measures, the more difficult backward migration becomes and the
more coastal wetlands will be lost. Titus et al. (1991) estimate that for the
United States about one third of all remaining wetlands would be lost under
a partial protection scenario. We assumed this value to hold worldwide. The
resulting area estimates are shown in Table 2.

To achieve a monetary estimate, wetlands were valued at between 0.5
m$/km? (China) and 5 m$/km? (OECD regions).® Again we assumed a
return on land of 10%.

5As an example for the land price in the less developed world, Ayres and Walter (1991)
report a value of 0.3 m$/km? for arable land in Bangladesh. However, also note their
objection on using lower land values for poorer countries, a line which we do not follow in
this study.

6The figures denote the total value of wetlands, i.e., they also include the benefits to
coastal fisheries. This fact will be of importance when discussing the impacts of fisheries
in Section 7.
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5. Species and Ecosystems Loss

Most studies on the impacts of global warming predict a decrease in bi-
ological diversity. Specially threatened are, according to IPCC (1990b),
geographically localized and slowly reproducing species as well as poor dis-
persers and species “at the edge of (or beyond) their optimal range” (p.10).

In measuring the total value of a species or a sight, economists distin-
guish between use, option and existence value. This latter has been esti-
mated for various species and Pearce (1991) reports results from US-studies
which yield a willingness to pay of 5-15 $(mid 1980’s) per person and year
for the preservation of animals ranging from the emerald shiner to the grizzly
bear. Based on this, we assumed a willingness to pay in OECD countries
of 10 $(1988) per person and year for the wider, although as yet unspec-
ified, threats from global warming. Use values generally tend to be lower
than the corresponding existence value, and as an average we worked with
a figure of half the existence value. Again, we assumed lower values for
non-industrialized countries.

Existence values are more or less independent of geographical locations
and were therefore distributed simply in proportion to population. Use and
option values on the other hand depend on the geographical distribution of
the losses. As an approximation, we used the number of threatened species
in each region. This seems to be a reasonable index, given that already
endangered species are particularly at risk (see above).

6. Agriculture

Together with the costs of sea level rise, the effects on agriculture are proba-
bly the most studied aspect of global warming damage (see e.g. Parry, 1991
and Parry et al., 1988). Most of this research concentrates on productivity or
output aspects, however, and does not include the impact of changing prices.
Price effects are crucial, though, for the economic valuation of agricultural
damage. Most studies also neglect the — admittedly difficult to estimate -
benefits from an adaptive adjustment of the production technology (e.g. by
using different crops etc.) and are mere ceteris paribus exercises.

Our estimates are based on a study by Kane et al. (1992) which includes
price effects, but neglects managerial responses as well as the effect of CO,-
fertilization. Kane et al. work with two scenarios: An optimistic scenario A
which assumes positive yield effects in most regions, and a more pessimistic
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scenario B which is roughly within the same range as Cline (1992). It as-
sumes negative yield effects even for northern regions such as Canada and
the former USSR. For the estimates in Table 1, we took the average between
the two.

7. Forestry

The extent to which the forestry sector will be affected by climate change
depends on various factors like, for example, the species and age of trees,
possibilities for forests to migrate, and the quality of forest management.
The impact of global warming on wood production is therefore ambiguous.
IPCC (1990b) assumes that, although stand growth rates may increase in
some areas, the overall net increment (including mortality) will be negative.
Regional impacts will be strongly influenced by the extent to which forest
zones can shift northwards. An analysis of the economic effects would also
have to include price changes, and one of the few studies doing that is Binkley
(1988).

The study is restricted to boreal forests, the species probably most af-
fected by global warming. Binkley is less pessimistic than I[PCC and assumes
that climate change will be favorable for wood production in northern coun-
tries. Consequently, income from timber sales will increase in these regions,
while the induced fall in timber prices will lead to lower revenues in other
countries. His estimates translate into an annual welfare gain of 10.8 bn$.

The figure includes changes in both producer and consumer surplus, and
it is reasonable to assume that the two categories are distributed differently
between countries. We approximated the producer losses for each region
by the change in income from timber sales, which has been estimated by
Binkley. The annual loss in producer surplus amounts to 10.1 bn$ worldwide,
and gains in consumer surplus are thus 20.9 bn$ per annum. They were
distributed in proportion to GNP.

8. Fisheries

As one of a few sectors, the fishing industry will be affected by both the
rise in sea level and the changing climate itself. A large proportion of the
coastal infrastructure threatened by sea level rise (see Section 2) can be
associated to fisheries. Changing climate patterns will affect the location
and quality of fish grounds, as species move to new grounds or, in the worst
case, simply disappear. Of particular importance for the fishing industry
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Table 3. Reduction in fish harvests.

Nominal catches Reduction

(1988, 1000 t) (8%, 1000 t)

EC 6,977 558
USA 5,656 452
Former USSR 10,171 814
China 5,806 464
OECD 31,288 2,503
World 85,358 6,829

Source: See Section 8; nominal catches from FAO (1991).

could be the loss of coastal wetlands. Wetlands serve as habitat or breeding
ground for various species, and changes in this area could easily spread
through the food chain. Bigford (1991) estimates that a 50% reduction in
marsh productivity (for whatever reason) would lead to a 15-20% loss in
estuarine dependent fish harvests. Given an expected loss of about 33%
of all coastal wetlands (see Section 3), we can expect a loss of 10-13% in
estuarine dependent fish harvests. Bigford also estimates that about 68%
(by weight) of all commercially harvested species in the US are in some way
estuarine dependent. This would imply a reduction in total catches of 7 to
9% in the US. Assuming that this average holds worldwide we derived the
reductions in annual catches shown in Table 3.

Remember, however, that the estimates for wetland loss in Section 3
already include the damage to commercial fisheries (see footnote 6). The
figures of Table 3 are thus only for illustration. Including them in the total
damage costs would lead to double counting.

9. Energy

Both Cline (1992) and Nordhaus (1991a,b) have identified the energy sector
as one of the most strongly affected by climate change. They argue that,
in addition to being the target of most global warming prevention policies,
the energy sector will face a significant shift in the demand for space heating
and cooling.” The US Environmental Protection Agency (EPA), for example,

"There will also be effects on the energy supply, particularly through changes in the
availability of fuelwood and water for hydropower generation. Unfortunately, an estimation
of the former effect is not possible with the present data. The latter will be assessed in
the broader context of Section 10 on water.
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estimates that the US-demand for electricity could increase by 1-1.5% per
°C of warming (Smith and Tirpak, 1990; Cline, 1992).

However, although we do not deny that such a shift will have an enor-
mous impact on the energy sector, we are reluctant to subsume this under
“damage to the energy sector”. Rather, we see it as a second round effect,
with the first round damage occurring to the public.

To see this, remember that electricity consumption as such does not cre-
ate utility. What enters the utility function is temperature (or climate), and
heating or cooling expenditures are only made to adjust (inside) tempera-
ture to a more favorable level. The situation is visualized in Figure 2. An
increase in temperature, i.e., a shift in the endowment from E to E’, makes
people move from equilibrium O to O’. In the new optimum O’, an addi-
tional amount of AB is spent on cooling and utility has decreased from U,
to Us. It is this change in utility which has to be added to global warming
damage, and it will be considered in Section 12 on human amenity. The
move from A to B — which js what EPA has estimated — merely reflects a
change in individuals’ spending plans. Such second round effects, however,
are by assumption not taken into account (see Section 1).

10. Water

Global warming will affect both the supply of and demand for freshwater.
Higher temperatures are likely to cause an increase in water demand. At the
same time, the supply of water will be affected mainly through the change in
precipitation patterns and, in coastal areas, through the intrusion of saline
water into freshwater reservoirs.

The damage from salt water intrusion is largely unknown. A Dutch
study quoted by Rijsberman (1991) estimates salinity damage for Holland
at 6 m$ a year, but wider studies are not available.

Abstracting from groundwater and other reservoirs, the amount of wa-
ter available in a certain period of time is, roughly, the difference between
precipitation and evapotranspiration in that period. Both factors will be
influenced by global warming. Higher temperatures will lead to faster evap-
oration, which in turn will cause more precipitation, as the capacity of the
atmosphere to store water is only modest. Global estimates predict an in-
crease in precipitation of 7-15% and one in evapotranspiration of 5-10%.
The annual runoff would thus increase on average (see Schneider et al., 1990).
The confidence in these estimates is, however, low. Further, seasonal and
regional differences will be considerable and many regions will face a lower
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Figure 2. Global warming, energy demand and welfare.

Note: Suppose individuals gain utility from two goods, income Y and (inside)
temperature T. The indifference curves are U-shaped, reflecting the fact
that there is an optimal temperature level, after which further temperature
increases become a bad. Individuals are endowed with an initial income and
temperature bundle E. Income can either be consumed or spent on heating
and/or cooling. Heating corresponds to a move downwards-right (a warmer
temperature is substituted for income) and cooling to one downwards-left.
The shaded triangle thus represents the feasible set or budget constraint,
with the slopes of the right and left leg determined by the price of heating
and cooling, respectively. The graph shows the case of a temperature beyond
the optimal level, and the individual thus spends yA on cooling (optimal
point O, with utility level U;). Global warming leads to an increase in
temperature, i.e. to a rightwards shift of E to the new endowment E’. In
the new optimum O’ more money is spend on cooling and utility is at the
lower level Us. Global warming has lead to a welfare loss of U;-Us, and an
increase in cooling expenditure (energy demand) of AB.
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runoff during at least some parts of the year. According to Schneider et
al. these include the American Midwest, Mid Europe, South Canada, and
probably also parts of Siberia and South China.

Following Cline (1992), the welfare loss from a reduced water supply
is approximated by the monetary value of the quantity decline. Based on
an EPA study on Southern California, which predicts a 7-16% reduction in
annual water resources, Cline assumes a 10% reduction in water availability
for the United States as a whole. Bearing in mind that South California is
part of a zone which will probably be hit above average, we prefer to work
with the lower bound value of 7% loss in each region. On the other hand,
Cline’s assumption of a water price of 8-20 cents/m> seems to be far too
modest compared to the figures from The Economist (1991). Based on this
latter source, we used water prices of 42 cents/m3 (US) to 92 cents/m? (EC)
for the OECD regions. For middle and low income countries we assumed 12
cents/m?® and 5 cents/m?, respectively.

It should be emphasised, however, that the figures estimated in this
manner are averages. For areas in which runoff will increase and for those
with an abundant supply of water, the figures may be too high. For many
arid and semi-arid zones, however, a further decrease in the supply of an
already scarce commodity could be disastrous. In poor countries in particu-
lar, a lack of safe drinking water could have devastating health impacts (see,
e.g., WHQ, 1990). The fact that areas of both types can be found in each of
the regions considered gives some credibility to our average values shown in
Table 1. Note also, that services are not only taken from water withdrawals.
Instream uses, e.g., from recreation or fishery, may also be significant, albeit
difficult to assess.

11. Other Sectors

Generally, every segtor which in some way depends on climate will be affected
by global warming. Abstracting from impacts through second round effects
(see Section 1), the areas usually highlighted in addition to those already
dealt with are construction, transport, and tourism. Unfortunately, data for
a monetary valuation are not available for either sector.

12. Human Amenity

It is hardly disputed that climate constitutes an important factor in the qual-
ity of life. Global warming will therefore also affect human amenity. It has
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been claimed that this effect could be beneficial, given that warmer weather
is in general preferred to cooler. However, warmer is not better throughout.
Rather, there is an optimal temperature level beyond which further increases
are detrimental. The overall effect of global warming on human amenity is
thus ambiguous, the impact being positive in colder and negative in warmer
regions. The case of a warmer area is depicted in Figure 2.

To estimate the monetary value of a certain climate we are interested
in people’s willingness to accept a change. In terms of Figure 2, we are in-
terested in the distance yC, the income change required to make individuals
the same off as without the change. Unfortunately, the monetary value of
a benign climate is still largely unknown and hardly any studies exist. As
a first approximation, we can work with the expected change in defense ex-
penditures, i.e. with the change in money spent on space heating or cooling.
This corresponds to the area AB in Figure 2.8

Estimates of this value exist for the United States. Adjusted to our
assumption of 2.5 °C warming, they imply an increase in demand of about
3.2% for 2 x CO,. The regional differences are, however, considerable and
transferring the US average to other regions is therefore dangerous. Never-
theless, on a rough and ready basis, it can be argued that the US climate
mix may be roughly representative for at least the OECD, the EC, and to
a lesser extent also for China and the world as a whole. It is clearly not
applicable for the former USSR, though. For this region, we assume a value
of -1% (i.e., a reduction in electricity demand), based on EPA’s regional
estimates for the US north and north east.

The corresponding monetary values are shown in Table 1. The approach
simplifies in at least three ways, though. First, as can be seen from Figure 2,
the defense expenditures (AB) underestimate the true value (yC). Secondly,
the EPA study is restricted to electricity demand and neglects other forms
of energy such as fossil fuels. For the US, it is assumed that the demand
for non-electricity energy could fall (Nordhaus, 1991a, 1991b; Cline, 1992).
The limitation to electricity demand may thus lead to an overestimation of
the total expenditure increase. Thirdly, we assume constant prices. Thus,
we neglect the capital costs and possible price rises which could occur if

8Note that our estimate of the amenity impact is therefore calculated in the same way
as Cline’s (1992) and Nordhaus’ (1991a,b) energy damage. We have argued earlier (see
Section 9) that energy damage is mainly a second round effect and should not enter the
analysis. However, as Cline and Nordhaus do not estimate the damage on human amenity,
there is no double counting. The difference between their studies and the present one is
merely labeling. What is called amenity damage here is called energy damage there.
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a capacity expansion becomes necessary. For the US, for example, Cline
(1992) has estimated capital costs on the order of 500 m$ annually.

13. Morbidity and Mortality

Human beings are very capable of adjusting to climatic variations, and, as
opposed to most other species, can live in more or less every climate on
earth. Nevertheless, climate change will have its impacts on human mor-
bidity and mortality. The literature on the health effects of global warming
(e.g., Haines and Fuchs, 1991; IPCC, 1990b; Weihe and Mertens, 1991;
WHO, 1990) predicts an increase in climate related illnesses such as cardio-
vascular, cerebrovascular, and respiratory diseases. Summer mortality from
coronary heart disease and strokes may increase and is likely to offset the
reduction in winter mortality. In addition to these direct effects, there may
be changes in the occurrence of communicable diseases and an aggravation
of air pollution (see Section 14). The risk areas of communicable diseases
like malaria or yellow fever may shift as their vectors adjust to new climate
conditions. Despite this qualitative knowledge, the available data is still not
sufficient for a monetary assessment.

Some, albeit controversial, estimates exist on the warming induced
change in mortality. In a case study carried out for EPA, Kalkstein esti-
mated the change in mortality in 15 American cities (see Smith and Tirpak,
1990; Kalkstein, 1989). The figures strongly depend on the assumed de-
gree of acclimatization, showing that cities already accustomed to a warmer
climate are far less affected by a further warming than cities with a mod-
erate climate. Under full acclimatization, Kalkstein reports an increase in
net mortality corresponding to 45 death/million people. This figure — Kalk-
stein’s most optimistic result - was used for our calculations, although it may
still be rather on the high side (see Fankhauser, 1992).

Various methods and studies exist to estimate the value of a statistical
life, see e.g., the survey tables in Pearce et al. (1991, 1992). The resulting
values, all from studies for developed countries, range from about $ 200,000
up to over 10 m$, with an average of around 3 m$. The results suggest
that a statistical life should plausibly be valued at at least 1.5 m$ (Pearce
et al., 1991). This still fairly conservative value was adopted for developed
regions. A low value was preferred to counterbalance the rather high quantity
estimate. Unfortunately, no study exists on the value of a statistical life
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outside the developed world. We thus use an arbitrary value of $ 300,000
for middle income and $ 150,000 for low income countries.?

14. Air Pollution

Given the wide concern about air quality and air pollution, it is surprising
how little attention this aspect has gained in the context of climate change
so far. Global warming will affect the quality of the air in two ways.

Firstly, as long as there exist no economical CO;-removal technologies,
attempts to limit CO2 emissions will — via a reduction of energy use - also
lead to a reduction in the emission of major pollutants such as SQ,, CO, and
NOy. Initial estimates suggest that this positive side effect — often termed the
secondary benefits of greenhouse gas abatement — could be extremely large
and may well exceed the primary benefits (Glomsred et al., 1992; Pearce,
1992). Clearly, a careful cost-benefit analysis would have to take such effects
into account. In the present context, however, they are of no relevance as
they are related to abatement activities only and do not depend on 2 x CQ,.

Many chemical reactions depend on temperature, and this is the sec-
ond way in which global warming will affect air quality. Scientists predict a
warming induced increase in the emissions of hydrocarbons (HC), nitrogen
oxides (NOy), and sulphur oxides (SOy). In addition, the formation of acidic
materials could increase. The effect on acid depositions is nevertheless un-
clear, because of changes in clouds, winds, and precipitation. More certain
is an increase in the tropospheric ozone level, brought about through the
increase in NOy and HC emissions as well as through a higher reaction rate
(see Smith and Tirpak, 1990). Based on two case studies carried out for
EPA, we worked with an average increase of 5.5% in ozone concentration.
For SO, we assumed a raise in emissions of 2%.

The monetary value of air pollution damage has been estimated by sev-
eral authors, including the Norwegian Central Bureau of Statistics (1991),
PACE (1990), and Pearce (1992) (based on Pearce et al., 1992). In these
studies the damage from an increased O3 concentration is usually fully at-
tributed to NOy, and the estimates range from about 1.50 to 15 § of damage
per kg emitted. The figure is exclusive the damage from acid rain, which
was subtracted because its relationship to global warming is as yet unclear.1?

?This, of course, does not mean that the life of, say, a Chinese is worth less than that
of an EC citizen. It merely reflects the fact that the willingness to pay for increased safety
(a lower mortality risk) is higher in developed countries.

10 A clear separation of acid rain and pure NO, damage was not always possible, though.
It should also be noted that the estimates are strongly site-dependent.
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The divergence in the figures mainly stems from differences in the assess-
ment of health impacts, which account for most of the damage in the high
Norwegian estimate, but are assumed zero in the figure by Pearce. We use
an average of 5 $/kg for developed countries, 1 $/kg for middle income coun-
tries, and 0.5 $/kg in LDCs. For SO, we used an average value of 2.5 §/kg
in OECD countries, again excluding acid deposition. For middle and low
income countries, we assumed 0.5 §/kg and 0.25 $/kg, respectively.

15. Migration

Global warming could trigger a large migration stream away from the worst
affected regions. Ayres and Walter (1991), for example, talk about 100
million people going to be displaced worldwide. However, such figures are
usually based on a scenario in which no coastal protection measures are
taken at all. The view in this study is that, as a cost efficient response
to sea level rise, densely populated coastlines will be protected (see Section
2). Under this assumption the number of people displaced will be consid-
erably lower. Climate-induced migration may nevertheless still occur, e.g.,
away from unprotected coasts or from regions where climate became unfa-
vorable for agriculture. The type of migration will range from voluntary
resettlements to the occurrence of actual climate refugees, where the former
group will cause the least (if any) costs and the latter probably the high-
est, specially if non-economic disutilities (e.g., from stress and hardship) are
included.

Our estimates were derived from Cline (1992). His predictions corre-
spond to an increase in long-term immigration by 17%, and this average was
assumed to hold worldwide.

The costs of increased migration are estimated in Cline (1992), and
Ayres and Walter (1991). Despite using completely different methods, both
studies come up with an estimate of roughly 4500 $ /immigrant for the United
States. Although neither method is fully convincing, this value was used to
estimate the immigration costs in OECD countries. For poorer countries,
Ayres and Walter assume costs of 1000 $ per person. This value is deduced
from the foregone output a person would have produced, had he or she not
migrated. It was used for all immigrants to non-OECD regions.

To these costs would have to be added the costs of hardship and stress
suffered by migrants. As Cline puts it, “peoples have often fought wars to
avoid being forced to leave their homelands” (1992, p.119), and it is therefore
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quite likely that these costs exceed the pure economic losses. Unfortunately,
it seems almost impossible to assess them properly.

16. Natural Disasters

Under 2 x CO,, extreme events like floods and droughts are likely to become
more frequent. IPCC (1990a) also predicts, albeit with only a low confidence,
an increase in local rainstorms at the expense of gentler but more persistent
rainfalls. Tropical storms (hurricanes, typhoons) may become more frequent
and wider spread and could occur with increased intensity. Mid latitude
winter storms may diminish, while the Asian summer monsoon could inten-
sify.

Due to lack of data, the analysis had to be limited to the damage from
tropical cyclones. OQur figures are thus likely to underestimate the true
damage.!!

Cyclones can only form over warm oceans with sea surface temperatures
above 26 °C. Consequently, they only occur in certain areas, the most im-
portant being the South West Pacific, Eastern Asia and the Caribbean Sea.
In an average year, about 70 to 80 tropical cyclones are recorded in these re-
gions. Annual damages have been estimated at about 1.5 bn$, with a death
toll of 15,000 to 23,000 lifes (Smith, 1992; Bryant, 1991). Using the natural
hazard map of the German reinsurance company Miinchener Riick (see Berz,
1990 and Smith, 1992) we estimated that the United States are affected by
about 6.6% of all cyclones. Some 7.2% affect China, and roughly 28.9% oc-
cur in OECD nations (Australia, Japan, New Zealand and the US). 0.4% of
all storms reach as far north as to affect the former Soviet Union. Neglecting
overseas dominions, tropical storms are unknown in EC countries.

The impact of global warming on tropical storms has been analyzed by
Emanuel (1987). He estimates that 2 x CO3 could lead to an increase in
the destructive power of tropical storms of 40 to 50 percent. Accepting the
estimates by Smith and Bryant, this would imply an additional 700 m$ in
damages and about 9000 more lives lost. In breaking down this estimate
into regional impacts, we have to remember that damages and casualties are
not distributed in equal proportions. We assumed that the death toll per

1 Note, however, that some of the damage from increased sea-flooding is included in the
protection cost estimate of Section 2. (Not included is the flooding of unprotected zones.)
Also, it is not entirely clear as to how far the EPA study on California, on which the water
damage estimate is based, includes droughts (see Section 10).
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event is ten times lower in OECD countries, which instead face a ten times
higher destruction damage.

17. Total Damage and Conclusions

Results of the previous sections are summarized and added up in Table 1
to obtain the total damage for each region. With the exception of China
and the former USSR, total damage is on the order of about 1.3% to 1.5%
of GNP. Our estimates are thus slightly higher than those by Cline (1992,
for the US) and Nordhaus (1991a,b; US extended to the world), which both
come up with a best guess of about 1% GNP. The figures are, of course,
neither exact nor complete and one should allow for a range of error of at
least + 50%. Even so, the results are still roughly within the Nordhaus range
of 0.25 to 2% of GNP.

Despite the broad agreement in the overall result, the three studies con-
siderably differ for the individual damage categories, as can be seen from the
detailed comparison of the US results in Table 4. Agriculture and forestry,
for example, which constitute the main damage in Cline (1992), are far less
important in the present study — the impact on forestry even being positive.
This discrepancy is primarily due to different predictions on the quantitative
impacts of 2 X CO; (yield effects, see Section 6), and thus mainly mirrors
the scientific uncertainty still inherent in all impact forecasts. For other
categories the estimated impacts roughly correspond quantitatively, but dif-
ferences occur in the valuation of these effects. This is the case, for example,
with the wetland loss and water estimates, and the life/morbidity figures.

At first sight, the estimate of coastal defense costs and dryland loss is
within the same order of magnitude as Cline’s. It should be remembered,
though, that with 50 cm we assume a lower rise than both Nordhaus and
Cline. Under the one meter assumption adopted by Cline, for example,
defense costs would rise by a factor of about 2.5 and the area of lost dry-
and wetland would increase by about 50%. Worldwide damage would mount
to 1.6% of Gross World Product. For the US, even a “worst case damage” —
assuming a one meter rise in sea levels and taking for each category the most
pessimistic prediction of Table 4 - is still below 2% of GNP. Albeit tending
towards the upper bound, our results thus broadly support Nordhaus’ range,
at least for industrialized countries.

In the developing world, on the other hand, the impacts are likely to be
far more severe. Leaving the special case of the former Soviet Union aside,
our results predict a damage of about 86 bn$ in the non-OECD regions.
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Table 4. US damage compared to Cline and Nordhaus (bn$ 1988).
This Study Cline (1992)° Nordhaus (1991a,b)?

Coastal defense 0.2 1.0 7.5
Dryland loss 2.1 1.5 3.2}
Wetland loss 5.6 3.6 €
Species loss 6.4 3.5 €
Agriculture 74 15.2 1.0
Forestry ~1.8 2.9 small
Fishery - - small
Energy*® - 9.0 1.0
Water 13.7 6.1 €
Other sectors - 1.59 e
Amenity® 6.8 - e
Life/morbidity 16.6 >5.0 ¢
Air pollution 6.4 >3.0 €
Migration 0.5 0.4 €
Natural hazards 0.2 0.7 €
Total (bn$) 64.1 53.5 48.6
(% GNP, 1988)  (1.3) (1.1) (1.0)

*Transformed to 1988 values based on % GNP estimates.
*Total land loss (dry- and wetlands).

“See also footnote 8.

dTourism.

°Not assessed categories, estimated at 2% of GNP.

Although this is less than a third of total worldwide damage, it corresponds
to about 2.8% of GNP in these regions, twice the OECD average. The main
causes for this high estimate are health impacts and the high portion of
wetlands found in developing countries. The situation could be further ag-
gravated by a failure to implement the cost efficient precautionary responses
(e.g. coastal protection), something which is quite likely to happen if the
necessary funds are not made available. Although the data are weaker in the
case of non-OECD countries, it seems fair to say that global warming will
have its worst impacts in the developing world, with a damage of at least
2.5% of GNP for 2 x CO,.

Regional differences can, however, be substantial, as is exemplified by
the estimates for the former USSR and China. For the former Soviet Union,
damage could be as low as 0.7% of GNP, about halve the world average.
Even this low level may come as a surprise to some people, however, as
it has often been suggested that northern regions may benefit from global
warming. Clearly, such a hope is fallacious. In the case of the former Soviet
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Union, the positive impacts on forestry and human amenity are more than
offset by the costs of sea level rise and the particularly high health costs.
Similarly surprising may be the high agricultural damage, but even under
the more favorable agriculture scenario A, which implies positive impacts on
Soviet agriculture (see Section 6), 2 x CO; will still be clearly harmful.

The extremely high estimate for China is caused by two factors, agricul-
tural loss and life/morbidity impacts. Especially the former is very volatile
in the case of China, and the probability range of total damage is there-
fore particularly wide for this country. For an agricultural damage based on
the optimistic scenario A, for example, overall damage would fall to 2.6%
of GNP, compared to 9.6% if scenario B was used. The example clearly
underlines the sensitivity of the results.

The emphasis in the damage discussion has so far been mainly on agri-
culture and sea level rise. In the light of the present analysis it seems that,
although both are indeed main sources of damage, this view tends to over-
look aspects which could be as important, particularly the effects on the
supply of water, on health and on human wellbeing in general. This bias,
which has already been deplored by Ausubel (1991) may partly be explained
by the fact that these latter aspects are far more difficult to predict. How-
ever, while this is an explanation, it cannot be a justification and further
research is thus needed, especially in these areas.

A word of caution is needed with respect to the policy implications of
our results. Although the figures indicate a rather low damage with which
at least the industrialized world should be able to cope, they do not nec-
essarily imply that global warming is harmless. The figures analyze solely
one point in time, i.e., shed light on the impacts of 2 x CO; only. However,
global warming will not stop there, and what happens afterwards is as yet
unclear. Cline’s work suggests that damage will increase exponentially with
concentration (Cline, 1992). Scientists speculate about the existence of dis-
continuities (see Nordhaus, 1991c) and crossing certain ecological thresholds
may well lead to nasty surprises. Not least for these reasons global warming
still deserves our attention.
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1. Introduction

An historic Framework Convention on Climate Change was signed by 154
countries at the United Nations Conference on Environment and Develop-
ment (UNCED) in Brazil in June 1992. This Convention commits the sig-
natory countries, upon ratification, to take measures to reduce the adverse
effects of climate change by mitigating its causes and adapting to its antici-
pated effects.

Considerable work has already been done to estimate the costs associ-
ated with alternative mitigation strategies. Strategies to reduce emissions of
carbon dioxide (CO2) from the burning of fossil fuels have received particular
attention (see for example, Congressional Budget Office, 1990; Manne and
Richels, 1990; Jorgenson and Wilcoxen, 1992; Nordhaus, 1992; and Gaskins
and Weyant, forthcoming). Significant work has also been done to evalu-
ate the potential physical effects associated with global climate change (US
EPA, 1989; IPCC, 1990 and 1992). However, fewer efforts have been made to
asses the economic impacts of the potential physical effects of climate change
(Adams, 1989; Linder and Inglis, 1989; Nordhaus, 1991a and 1991b; Peck
and Teisberg, 1992; and Cline, 1992). Consequently, policy makers have
a much more limited set of information on the potential economic benefits
of avoiding or slowing climate change. This is especially troublesome given
the requirement that countries identify specific policy measures to reduce

1This work was supported through funding from the Adaptation Branch in EPA’s
Climate Change Division, Office of Policy, Planning and Evaluation. The views expressed
in this paper are the authors’ own and do not represent official EPA policy.
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greenhouse gas emissions and adapt to climate change in fulfillment of their
obligations under the UNCED climate convention.

One goal of our effort is to gain additional insights about the sensitivity
of US economic activity to climate change. We diverge from previous work
by employing a general equilibrium framework to analyze selected impacts.
The limited research that has been conducted on the economic impacts and
valuation of the effects of climate change has employed partial equilibrium
frameworks. Partial equilibrium frameworks neglect potentially important
interdependencies among the many choices made by households and firms.
We employ a general equilibrium framework to explore the importance of
these interdependencies. The general equilibrium framework allows us to
examine, for example, how the direct impacts of climate change on agricul-
tural production costs affect agricultural prices, prices of goods and services
that use agricultural commodities in their production, and how these price
changes feed back to the agricultural sector and agricultural prices. We can
examine the substitutions made by firms in production processes, including
changes in sectoral employment, and the substitutions made by households
in consumption in response to the price changes. We can also examine how
these substitutions influence the composition of output, savings and invest-
ment, labor supply, households’ lifetime earnings, aggregate output, and
economic welfare.

We present in this paper some preliminary results of our explorations on
this topic. The results do not represent a comprehensive assessment of the
potential impacts of climate change on economic activity. We have examined
only three selected climate impacts: (i) a rise in agricultural production
costs, (ii) a rise in electricity service costs, and (iii) a rise in expenditures to
protect coastal lands from sea level rise. We also examine the combined effect
of all three impacts. These scenarios are developed from research conducted
by others on these impact categories. The scenarios assume a relatively
severe projection of global warming in which mean annual temperature is
assumed to increase through time, rising 4.0°C globally and 5.1°C in the
USA by the year 2060.2

This exercise is not intended to forecast the future. Credible forecasts
will not be possible until advances are made in the research community’s un-
derstanding of the linkages between anthropogenic emissions of greenhouse
gases, changes in atmospheric concentrations of the gases, global and regional

2The IPCC estimates mean global warming will fall roughly in the range 1.0 to 2.5°C
by the year 2060.
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changes in climatic conditions (e.g., temperature, precipitation, evapotran-
spiration), physical impacts, economic valuation of those impacts, and feed-
backs from changes in environmental conditions to economic activity. Thus,
we are trying instead to bound the problem and gain a better sense of how
important climate change may be in terms of macroeconomic impacts and
changes in economic welfare. Also, our focus is on the magnitude of climate
impacts that have market manifestations. However, considerable work still
needs to be done to investigate the potential non-market impacts of climate
change. Until this is done, a complete picture of the benefits associated with
avoiding anthropogenically-induced climate change will not be in hand.

This paper reports on work in progress. Our preliminary results suggest
that the combined effects of the three climate-induced impacts examined
here are not large as a percentage of GNP. But price increases are pro-
jected for all sectors, causing a reallocation of spending and changing the
sectoral composition of output. Qur results also suggest that there may exist
significant distributional effects. However, additional research is needed to
examine the welfare impacts by household type to explore the distributional
impacts more fully.

We have also gained useful modeling insights. This work has increased
our awareness that existing state-of-the-art general equilibrium macroeco-
nomic models do not contain important inputs to production that are di-
rectly sensitive to climate change (e.g., water and land). These inputs may
provide important linkages between sectors, result in significant indirect
climate-induced effects on production and consumption, and influence eco-
nomic welfare.

This paper is organized as follows: In Section 2, we discuss the macroe-
conomic modeling approach and the particular scenarios used to conduct
the analysis. Key policy-relevant insights are presented in Section 3, and
insights for modelers are discussed in Section 4. Finally, in Section 5, we
suggest implications of our results for the climate change research agenda.

2. Macroeconomic Modeling Approach

The Jorgenson-Wilcoxen macroeconomic model of the United States was
chosen for this initial effort.> The Jorgenson-Wilcoxen model is a dynamic,

3The Adaptation Branch of the EPA is also conducting a parallel effort using the Data
Resources Inc. macroeconomic model of the USA to gain additional insights into this
problem.
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general equilibrium model. There are two main reasons for choosing a dy-
namic general equilibrium approach. The first is to capture both the direct
and indirect effects of climate change on the US economy. The second is
to capture the long-run dynamics of the adjustment of the economy. The
general equilibrium framework enabled us to assess fundamental shifts in
economic activity between industries, including changes in distributions of
labor, capital, and other production factors within the economy, and changes
in the distribution of goods and services.

The model is divided into four major sectors: domestic producers, house-
holds, government, and the rest-of-the-world. The behavior of producers
and households are derived from models of intertemporal optimization. The
behavior of government and the rest-of-the-world are determined by exoge-
nously specified constraints. The interactions among sectors determine, for
each period, aggregate domestic output, capital accumulation, employment,
the composition of output, the allocation of output across different household
types, and other variables. The outcomes represent a general equilibrium in
all markets in all time periods.

Production is subdivided into 35 separate commodities produced by one
or more of 35 industries (Table 1). Output supply and factor demands of
each sector are modeled as the results of choices made by market value max-
imizing, price taking firms which are subject to technological constraints.
Firms have perfect foresight of all future prices and interest rates. Factor
inputs include capital services, labor, and the outputs of the 35 producing
sectors. The production technology of each producing sector is represented
by an econometrically estimated cost function that fully captures factor sub-
stitution possibilities and industry-level biased technological change. These
outputs serve as inputs to the production processes of the other industries,
are used for investment, satisfy final demands by the household and govern-
ment sectors, and are exported.

Household consumption is modeled as a three-stage optimization pro-
cess. In the first stage, lifetime wealth, which includes financial wealth,
discounted future labor income, and the imputed value of leisure, is allo-
cated to full consumption in each time period to maximize intertemporal
utility. Households have perfect foresight of future prices and interest rates.
In the second stage, the full consumption allocated to each period in the
first stage is allocated between goods and leisure to maximize intratempo-
ral utility. This allocation determines the labor supply. In the third and
final stage, goods expenditures of each period are allocated among capital,
labor, and the outputs of the 35 production sectors to maximize a subutility
function for goods consumption. Allocations at each stage are based upon
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Table 1. Definitions of industries within the Jorgenson/Wilcoxen model.

No. Description No. Description
1 Agriculture, forestry, and fisheries 19  Stone, clay, and glass products
2 Metal mining 20 Primary metals
3 Coal mining 21  Fabricated metal products
4  Crude petroleum and natural gas 22  Machinery, except electrical
5 Nonmetallic mineral mining 23  Electrical machinery
6 Construction 24  Motor vehicles
7 Food and kindred products 25  Other transportation equipment
8 Tobacco manufacturers 26 Instruments
9  Textile mill products 27  Miscellaneous manufacturing
10  Apparel and other textile products 28 Transportation and warehousing
11 Lumber and wood products 29  Communication
12 Furniture and fixtures 30  Electric utilities
13 Paper and allied products 31 Gas utilities
14  Printing and publishing 32 Trade
15 Chemicals and allied products 33  Finance, insurance, and real estate
16  Petroleum refining 34  Other services
17  Rubber and plastic products 35 Government enterprises

18 Leather and leather products

an econometrically estimated system of individual, demographically defined
household demand functions.

The behavior of government is constrained by exogenously specified tax
rates and budget deficit. Government revenues are determined by the spec-
ified tax rates and endogenous levels of economic activity. Government ex-
penditures adjust to satisfy the exogenous budget deficit constraint.

The current account is specified exogenously. Imports are treated as im-
perfect substitutes for similar domestic commodities and compete on price.
Export demands are functions of foreign incomes and foreign prices of US
exports. Import prices and foreign incomes are exogenously specified. For-
eign prices of US exports are determined endogenously by domestic prices
and the exchange rate. The exchange rate adjusts to satisfy the exogenous
constraint on the current account.

2.1. The General Equilibrium

The JW framework contains intertemporal and intratemporal models (Jor-
genson and Wilcoxen, 1990b). In any particular time period, all markets
clear. This market clearing process occurs in response to any changes in the
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levels of variables that are specified exogenously to the model. The interac-
tions among sectors determine, for each period, aggregate domestic output,
capital accumulation, employment, the composition of output, the allocation
of output across different household types, and other variables.

The model also produces an intertemporal equilibrium path from the
initial conditions at the start of the simulation to the stationary state. (A
stationary solution for the model is obtained by merging the intertemporal
and intratemporal models.) The dynamics of the JW model have two ele-
ments. The model includes both an accumulation equation for capital, and
a capital asset pricing equation. Changes in the levels of exogenous variables
cause several adjustments to occur within the model. First, the single stock
of capital is efficiently allocated among all sectors, including the household
sector. Capital is assumed to be perfectly malleable and mobile among sec-
tors, so that the price of capital services in each sector is proportional to a
single capital service price for the economy as a whole. The value of capital
services is equal to capital income. The supply of capital available in each
period is the result of past investment. When a change in the level of an
exogenous variable occurs, the capital stock is augmented by the amount of
savings from the previous period (i.e., investment). Capital at the end of
each period is a function of investment during the period and capital at the
beginning of the period. This capital accumulation equation is backward-
looking and captures the impact of investments in all past periods on the
capital available in the current period.

The capital asset pricing equation specifies the price of capital services
in terms of the price of investment goods at the beginning and end of each
period, the rate of return to capital for the economy as a whole, the rate
of depreciation, and variables describing the tax structure for income from
capital. The current price of investment goods incorporates an assumption
of perfect foresight or rational expectations. Under this assumption, the
price of investment goods in every period is based on expectations of future
capital service prices and discount rates that are fulfilled by the solution of
the model. This equation for the investment goods price in each time period
is forward-looking.*

One way to characterize the JW model - or any other neoclassical growth
model — is that the short-run supply of capital is perfectly inelastic, since

*The price of capital assets is also equal to the cost of production, so that changes in
the rate of capital accumulation result in an increase in the cost of producing investment
goods. This has to be equilibrated with the discounted value of future rentals in order to
produce an intertemporal equilibrium. The rising cost of producing investment is a cost
of adjusting to a new intertemporal equilibrium path.
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it is completely determined by past investment. However, the supply of
capital is perfectly elastic in the long run. The capital stock adjusts to the
time endowment, while the rate of return depends only on the intertemporal
preferences of the household sector.

A predetermined amount of technical progress also takes place in re-
sponse to changes in the prices of factors of production (Jorgenson and
Fraumeni, 1981). This serves to lower the cost of sectoral production and
causes changes in productivity. Finally, the quality of labor is enhanced,
giving rise to higher productivity and lower costs of production.

Given all of these changes, the model solves for a new price vector and
attains a new general equilibrium. Across all time periods, the model solves
for the time paths of the capital stock, household consumption, and prices.
The outcomes represent a general equilibrium in all markets in all time
periods.

We use the model to evaluate the general equilibrium effects of selected
impacts of climate change. A baseline projection of economic activity in
the absence of any change in climate is made for the period 1993 to 2050.
The climate impacts are then introduced to the model as exogenous changes
in the costs of producing goods or changes in government expenditures.
In each case the shocks are anticipated with perfect foresight. The model
solves for a new general equilibrium, reflecting the effects of the climate
shocks on the economy over the 1993 to 2050 time horizon. The projections
of economic activity for the climate change scenarios are compared to the
baseline projection to identify the effects of the selected climate impacts.

2.2. The Scenarios

We examine the effects of three climate impact categories on the economy.
The impacts are (i) changes in agricultural production costs, (ii) changes
in electricity service costs, and (iii) changes in government expenditures to
protect coastal areas from sea level rise. The scenarios are based upon a
projection of climate change for the world and the USA for an equivalent
doubling of carbon dioxide (CO2) concentration in the atmosphere above
the preindustrial level. The climate projection selected for this exercise is
from the Geophysical Fluid Dynamics Laboratory’s (GFDL) general circu-
lation model. That model projects mean global warming of 4°C and mean
warming for the USA of 5.1°C for a doubling of CO;. We assume that
these temperature changes occur by the year 2060 and that temperatures
rise gradually between the present and 2060. The assumed time path of
mean annual warming for the USA is presented in Table 2.
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This is an extreme climate scenario in comparison to the range of warm-
ing projected by the IPCC (1992). We selected an extreme case because part
of our purpose is to bound the range of plausible macroeconomic effects and
impacts on economic growth that may result from the three climate-induced
impacts considered here. We believe that out estimates represent reasonable
upper bounds on the potential changes in macroeconomic activity that may
result from the selected climate impacts over a time horizon extending to
2060. They do not, however, represent an upper bound on the total effect of
potential climate change on economic activity. The selected climate impacts
represent only a subset of the potential climate impacts. The results of this
exercise should also not be taken to be central or best estimates of the effects
of the selected climate impacts on economic activity.

The damage functions developed for inputs to the JW model were de-
rived from static (single-period), partial equilibrium assessments of the ef-
fects of global warming on particular sectors of the US economy. The pro-
portionality of the damages to the degree of temperature rise was an as-
sumption prompted by the complete absence of intertemporal information
on how damages evolve as temperature rises.

Estimates of the impacts of climate change on agricultural production
costs are based upon the work of Adams (1989) and Adams et al. (1989).
These studies incorporate the results of research on crop yield responses to
changes in climate variables and CO. concentration into a mathematical
programming model of the agricultural sector of the USA. US agricultural
production is disaggregated into 63 regions and 48 primary and secondary
agricultural commodities. Total supply for each commodity is the sum of
domestic production from all regions of the USA plus imports. Total de-
mand is the sum of domestic demands for consumption, stocks, government
programs, livestock feeding, and processing plus export demand. Prices
and quantities of agricultural commodities are simulated by the model for
selected climate scenarios. The simulations reflect estimated changes in do-
mestic crop yields by region and crop in response to projections of regional
changes in temperature, precipitation, evapotranspiration, and water sup-
ply and demand. The simulations do not reflect any changes in foreign
demand or supply due to climate effects. Adaptations to changes in climate
are allowed for through substitutions among factor inputs to agricultural
production and substitutions among crops.

Simulations conducted by Adams for the GFDL scenario for a doubling
of CO, project aggregate price increases of 28% for field crops and 7% for
livestock commodities. In our work, we further aggregate the price increases
into a single price change for all agricultural output. We use the projected
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price change as an estimate of the impact of a doubled CO; climate on the
unit cost of agricultural production in the year 2060. The assumed rise
in unit cost in 2060 is 16%. This change reflects the combined effects of
regional changes in temperature, precipitation, and evapotranspiration, and
the direct effect of raised CO,.

In addition to the estimate of the impacts of climate change on agri-
cultural costs in 2060, we also need estimates for the years 1993 to 2059
for our analysis. To do this, we assume that the percentage change in unit
cost is a linear function of the projected annual average temperature change
in the USA. For each 1.0°C temperature rise, agricultural unit cost is as-
sumed to rise approximately 3% relative to the base case. The assumption
is crude. But it permits us to examine the general equilibrium impacts of
changes in agricultural costs that are roughly consistent with the GFDL pro-
jection of equilibrium climate change for doubled CO, and Adams’ analyses
of the impacts of this climate scenario on agricultural production.> The unit
cost changes are introduced to the Jorgenson-Wilcoxen model as exogenous
shifts of the production technology for agriculture that increase the factor
requirements for given output levels. The assumed time path of changes
in agricultural unit costs as a percentage of baseline costs are presented in
Table 2.

Estimates of the impacts of climate change on the costs of electricity
services is based upon the work of Linder and Inglis (1989). A rise in outdoor
temperatures during the summer will raise the quantity of electricity needed
to produce a unit of indoor cooling service. During winter months, a rise
in outdoor temperature will reduce the quantity of electricity needed to
produce a unit of heating service. Linder and Inglis (1989) find that the
net effect of the summer and winter impacts is to increase the quantity of

5The assumption that percentage changes in unit costs for aggregate agriculture is a
linear function of average annual temperature change across the USA is a substantial ab-
straction from reality. Crop yields and agricultural costs are complex functions of spatial
and intertemporal variations of climate variables including, but not limited to, tempera-
ture. The crop yield models employed by Adams project substantial yield reductions in
much of the USA for the regional changes in climate that are projected by the GFDL model
for an equivalent doubling of CO,. The direct effect of CO2 on plant physiology, how-
ever, raises crop yields, offsetting much of the negative impacts of the projected changes
in climate variables. It is unlikely that a linear function of temperature will provide a
reasonable approximation of these processes. We, nevertheless, adopt the assumption for
expediency. Because of this, the links between our analysis and the GFDL climate scenario
and the work of Adams are tenuous. Our results should therefore not be interpreted as an
analysis of the agricultural impacts of the GFDL climate scenario.
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electricity demanded annually and peak electricity demand.® Drawing on
estimates of the impacts of weather variations on electricity demands from
a set of case studies, Linder and Inglis estimate the effects of warming on
peak and annual electricity demand in the USA and the costs of generating
electric power. Using transient projections of regional temperature changes
from the Goddard Institute for Space Studies (GISS), they estimate that
annual electricity demand would increase approximately 4% to 6% and peak
demand would increase 13% to 20% in the year 2055 relative to their base
case.

We adopt Linder and Inglis’ high estimate and treat the increase in an-
nual electricity demand as an increase in the quantity of electricity needed
to produce a unit of electricity services. A rise in the electricity input per
unit of service causes an equal percentage rise in the unit cost of electric-
ity services. Assuming a linear relationship between the percent change in
electricity input per unit of service and the average temperature change for
the USA, a 1°C rise in temperature will raise the cost of producing a unit
of electricity services 1.5%.” Thus, for a projection of 5.1°C warming in the
USA for the year 2060, the unit cost of electricity services is raised 7.7%.

The unit cost of electricity services is also changed by changes in the
unit cost of generating electricity. Changes in the patterns of peak demand
are estimated by Linder and Inglis to increase generating costs. Unit gen-
erating costs increase by approximately 2% in 2010 and 5% in 2055 in their
simulations. These estimates are used to generate a time path of percentage
increases in unit generating costs. The combined effects of increases in elec-
tricity input requirements for producing electricity services and increases in
generating costs are shown in Table 2. These cost increases for electrical
services are introduced into the Jorgenson-Wilcoxen model as increases in
the unit costs of output of the electric utility sector.

S Although the net effect of climate change is to increase electricity demand, the net
effect of warming on US energy use is ambiguous. For example, even though electricity
demand is projected to rise by Linder and Inglis, there could be a decline in oil and natural
gas use. We do not consider changes in energy demands other than electric energy.

"The mean annual temperature increase in the USA for the year 2055 in the GISS
transient climate projection is approximately 4.3°C. Our assumption that the percentage
change in the electricity input per unit service is a linear function of average annual
temperature change in the USA is a substantial simplification. For example, changes in
electricity demand will depend upon regional and seasonal changes in weather. There
are some significant differences in the projection of regional and seasonal climate changes
between the GISS model and the GFDL model. These differences are ignored in our
extrapolation of Linder and Inglis’ estimates of changes in electricity demand for a climate
scenario projected by the GISS model to a GFDL-based temperature scenario.
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Titus et al. (1991) estimated the costs of protecting developed coastal
areas from sea level rise. For a 100 cm rise, they estimate the cost of coastal
defenses to be $140 billion to $300 billion. We adopt the midpoint of this
range as our estimate of the cost of coastal defenses and allocate the costs
over the time horizon 1993 to 2060. In our allocation, annual costs increase
roughly linearly. The cost allocation is shown in Table 2.8

The costs of coastal defenses are incorporated into the Jorgenson-
Wilcoxen model as increases in government purchases from the construction
sector. The purchases are financed by increases in the average tax on labor
income, so that the government budget deficit is unchanged.

3. Policy-Relevant Insights

The long-term economic effects of the three selected climate impacts are pre-
sented in Tables 3 and 4. The physical impacts induced by climate change
lead to higher prices and costs. In turn, these reduce overall economic perfor-
mance leading to a decline in the level of consumption. Government and net
foreign purchases also decline as a consequence of higher costs. But invest-
ment increases, financed by additional household savings. While more labor
and capital are available for production, their impacts are more than offset
by the declines in industry-level productivity that follow from higher prices.
Structurally, the economy moves away from agricultural and consumption-
related activities and toward investment and capital-related industries, in-
cluding increased use of coal, oil, and gas.

Several key policy-relevant insights emerge from these results (see Table
5). First, the economic effects due to the rise in agriculture prices, the rise
in electricity service costs, and the rise in expenditures to protect coastal
lands from sea level rise, do not have a significant impact on aggregate
economic growth. None of the effects is large. Indeed, they combine to yield
a decline in economic growth that leaves GNP 0.8 percent lower in the year
2050 (Figure 1).° Of the three impacts examined, the rise in agricultural
prices has the largest effect on GNP, accounting for 60 percent of the loss.
The second largest impact is from changes in the cost of electricity services.

BA rise in sea level of 100 cm by the year 2060 is much higher than most estimates of
sea level rise. The IPCC (1992) estimates that sea level rise will be less than 30 cm by
2100.

®The term “combined” in Figure 1 refers to the fact that all three climate impacts
were imposed simultaneously within the Jorgenson-Wilcoxen model. It does not repre-
sent a simple linear combination of the impact on GNP of all three scenarios imposed
independently.
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Table 2. Summary of exogenously specified climate impact scenarios.?

Coastal Electr.
Temperature Agriculture expend. services

Year rise (°C) (% change) (8 bill) (% change)
1992 0 0 0 0
2000 0.8 2.5 1.2 1.8
2010 1.7 5.4 2.7 5.6
2020 2.5 8.0 4.1 7.9
2030 3.3 10.3 5.3 9.8
2040 4.0 12.4 6.2 11.3
2050 4.6 14.3 7.3 12.4
2060 5.1 16.1 8.1 13.1

“The impact on agriculture is measured as the percentage increase in unit costs of pro-
duction associated with agricultural output under the assumed climate change conditions.
The impact from rising sea levels is measured in billions of 1990 dollars. The impact on
electricity services is measured as the percentage increase in the effective unit cost of these
services.

Finally, expenditures to protect property from sea level rise has virtually no
impact on overall economic growth. However, it does affect the structure of
the economy slightly.

It is important to recognize that although the combined impacts of the
three effects categories are not large as a percentage of GNP, the absolute
dollar decline may be considered significant. As illustrated in Table 4, the
present discounted value of the decline in real GNP from the combined im-
pacts is $221 billion (in $1990). Further, it is also important to recognize
that the estimated economic impacts are not insubstantial relative to the
costs that have been estimated for all existing environmental regulations in
the USA. Jorgenson and Wilcoxen (1990a) estimate that the long-run cost
of all existing environmental regulations in the USA is 2.6 percent of GNP.1°

A second important insight is that consumption declines in 2050, al-
though real investment rises.!! When agricultural yields decline as a result

1°Qur “combined” climate scenario results in a slow decline in GNP until it falls to
0.8 percent below baseline levels in the distant year 2050. The JW estimate of a 2.6
percent decline in GNP from all existing environmental regulations is also a long-run
effect. However, JW also show that the economy follows the transition path to the new
steady state fairly rapidly in their assessment of the impacts of all existing environmental
regulations. In particular, they show that the capital stock changes rapidly, driven by
large changes in the price of investment goods. The quantity of full consumption changes
at a similar rate, as does real GNP.

114 is also interesting that the fall in GNP is larger than the fall in consumption. This
occurs because the trade balance is fixed in nominal terms and the exogenous shock due
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Impact on Real GNP
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Figure 1. Impact on real GNP, consumption, and investment; combined
case.
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Table 3. Summary of long-term economic impacts (2050).

Agriculture Sea level Electricity Combined
Percentage change in real magnitudes
Real GNP -0.5 0.2 -0.3 -0.8
Consumption -0.6 0.0 -0.3 -1.0
Investment 0.3 0.0 -0.2 0.1
Government -0.5 0.6 -0.3 -0.5
Net exports —-4.3 0.1 -2.0 —6.4
Contribution 1o percentage change in real GNP
Real GNP -0.5 0.1 -0.3 -0.8
Consumption 0.4 0.0 -0.2 ~-0.6
Investment 0.1 0.0 0.0 0.0
Government -0.1 0.1 0.0 -0.1
Net exports 0.1 0.0 0.0 0.1

of climate change, consumption declines by 0.6 percent (Figure 2). This
reduction in consumption is 80 percent of the overall reduction in income
and spending. In the case of increasing costs for electricity services, all cat-
egories of final spending decline. The decline in consumption accounts for
more than 60 percent of this reduction. In the case of sea level rise, the
increased construction activities lead to a redirection of spending away from
consumption toward public and private investment. However, this results in
a trivial reduction in consumption.

In addition to analyzing the effects of selected climate impacts on ag-
gregate measures of economic activity such as GNP, consumption, and in-
vestment, the methodology also allows us to examine changes in the sectoral
composition of output. For example, in the input scenario of agricultural
impacts, a projected decline in crop yields raises agricultural prices over 20
percent in 2050. This raises the costs of agricultural inputs to other sec-
tors such as food processing, tobacco, and textiles, causing price increases
in these and other sectors (Figure 3).

Price increases are projected for all sectors, though in the majority of
instances the price rises are slight. Not surprisingly, the largest price increase
is for food products. Modest price increases are also projected for tobacco,
lumber, and textiles.}? These price changes cause a reallocation of spending

to climate change causes the exchange rate to devalue. This is more a consequence of the
closure of the model than anything else.

12The rise in lumber prices is a result of the aggregation of agriculture, forestry, and
fisheries into a single sector in the Jorgenson-Wilcoxen model. This sector is modeled as
if it produces a homogeneous product that is used as an input to the lumber and wood
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Supply Prices, 2050
Agriculture: % Change
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Table 4. Summary of cumulative economic impacts, in billions of 1990
doliars, 7% discount rate.

Agriculture  Seal level  Electricity Combined

Real GNP -144 36 -92 -221
Real consumption
Households -143 -7 -57 -201
Households & government -166 28 -69 -228

such that food and tobacco output decline 10 percent and a handful of other
sectors experience modest declines.!® Increased spending is spread out in
small increments to a large number of sectors.

The projected rise in food prices as the primary impact suggests that the
burden of climate change may be distributed regressively across households.
Low income households spend a larger share of income on food and will
be disproportionately impacted relative to wealthier households by a rise
in food prices. In future research, we will examine the welfare impacts by
household type to explore the distribution of burdens more fully.

Once again, these economic impacts are not large as a percentage of
GNP. But our results help to illustrate that the economic vulnerabilities to
climate change are not limited to those sectors that are directly affected.
From a policy perspective, such indirect effects on other sectors may be
important, especially if they are concentrated in particular geographic areas.

4. Modeling Insights

As we conducted this exercise, several key insights for modelers of economic
and environmental processes were gained (see Table 6). In particular, our
results demonstrated the potential importance of accounting for the labor-
leisure choice by households, the need to ensure that appropriate measures
of economic impacts are chosen, and increased our awareness that state-of-
the-art general equilibrium models do not contain important factor inputs
that are themselves sensitive to climate change.

products sector. Therefore, a rise in agricultural prices, which raises the price of the
aggregated sector, is treated as an increase in the price of material inputs to the lumber
and wood products sector.

13 Again, the change in the lumber and wood products sector is a spurious result of the

model structure.
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Table 5. Key policy-relevant insights.

e The economic effects due to the climate-induced rise in agricultural prices, rise
in electricity service costs, and rise in expenditures to protect coastal lands
from sea level rise, do not have a significant impact on aggregate economic
growth.

e  Although the combined impact is not large as a percentage of GNP, the impact
is not insubstantial relative to the long-run costs of all existing environmental
regulations in the USA.

e  There may exist significant distributional effects.

e It is possible to identify sectors that are economically vulnerable to climate
change. These effects may be direct or indirect.

e  Structurally, the economy moves away from agricultural and consumption-
related activities and toward investment and capital-related industries.

4.1. The labor-leisure choice

Our results suggest that the labor-leisure choice is a potentially important
response to climate impacts. More research is needed to determine the mag-
nitude of this effect, and whether modelers need to ensure that this choice
is accounted for in their frameworks.

To illustrate this point, consider the changes in economic activity that
occur as climate change leads to a reduction in crop yields in agriculture. Re-
call that the agricultural impacts reduce overall economic performance and
lead to a 0.5 percent reduction in real GNP in 2050. Global climate change
increases the relative costs of production in agriculture in the USA.!* The
higher costs result in higher prices for US food and food products that are
faced by consumers, governments, and foreign purchasers. Households view
this as a permanent loss in real future earnings and reduce their spending
on all goods and services. They also reduce their demand for leisure and
offer additional labor services. This arises because the income effects of the
decline in real earnings dominate the substitution effects of higher goods
prices. The quantity purchases of governments fall in real terms as expendi-
tures are constrained by the combined effects of higher prices, available tax

The results of our analysis of agricultural impacts must be carefully interpreted. We
have not modeled the impact of climate change on agricultural production in the rest of
the world. Recent work sponsored by the EPA (Rosenzweig et al., forthcoming; Fischer,
1992) suggests that the global agricultural impacts may have important trade implications,
but also suggests that US agricultural production and net exports of the grain sector may
still decline even when global agricultural impacts are considered.
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revenues and limits on the overall deficit. Real exports fall and real imports
rise as US production becomes less competitive. The drop in real consump-
tion and the rise in income from the absorption of additional labor services
by producers lead to a permanent boost in household saving. These funds
flow to increase private investment by households and businesses. The capi-
tal stock increases, encouraged by the more favorable returns on saving and
investment. As in the composite case, the economy structurally moves away
from agricultural and consumption-related activities and toward investment
and capital-related industries.

4.2. Important climate-sensitive factors of production

Today’s state-of-the-art general equilibrium models do not contain important
inputs that are directly sensitive to climate change. These inputs (e.g., water,
land) may link sectors.

Partial equilibrium models, such as those that were used in this exercise
to determine the exogenous inputs, may include such climate-sensitive in-
puts. For example, the Adams agricultural model includes water supply as a
factor of production. Within the context of these partial equilibrium models,
changes in these inputs often lead to small market impacts within the sector
under consideration. However, because they are partial equilibrium models,
they typically do not look at costs associated with intersectoral reallocations
of the inputs.

Whether or not the intersectoral flows of climate-sensitive inputs are
significant is an empirical question. It is a question that still remains unan-
swered. However, as these macroeconomic tools are used to evaluate climate
change impacts and address other climate-related questions, they will have
to be extended to account for these additional factor inputs and resource
flows.1®

4.3. Appropriate measures of economic impacts

Measuring changes in social welfare that result from climate change impacts
is difficult. Economic modelers often rely on Gross National Product and
Gross Domestic Product as proxies or “indicators” of welfare changes, even
though they are not themselves welfare measures.

We suggest that in the assessment of climate change impacts, it is es-
sential that measures other than GNP or GDP be used to evaluate welfare

1%Work is already underway to comstruct such frameworks. Of particular note is the
“Second Generation Model” being developed by Jae Edmonds.
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changes. In fact, focusing on changes in GNP may lead to misleading con-
clusions.

Consider the case of increased expenditures to protect coastal areas
against sea level rise. As in the composite case, households bear a sig-
nificant share of the burden of adjustment to the impacts of sea level rise
(Figure 4). While the impacts are extremely small, the economy is affected
nevertheless. The increase in government construction expenditures requires
that resources be bid away from other production activities and redirected
to construction and its supplying sectors. This bids up the prices of all goods
and services, including those facing consumers. As with agriculture, house-
holds view this as a permanent reduction in real future earnings and reduce
their consumption of goods, services, and leisure. The additional labor ser-
vices offered by households are easily absorbed into the comparatively labor-
intensive, construction-related industries. The drop in consumption and the
rise in labor income lead to increases in household savings. In turn, these
funds flow to investment in plant and equipment by households and busi-
nesses. In short, final demand is restructured away from consumer spending
and toward public construction and private investment. The industrial mix
of domestic output strongly reflects the consequences of this reconfiguration.

A result of our analysis is that GNP and consumption expenditures move
in opposite directions over time. GNP increases until it is 0.1 percent higher
in 2050. Consumption expenditures decline a small amount so that they are
below baseline levels in 2050.

This result suggests that GNP is not a reliable indicator of changes in
economic welfare that may arise from climate change. As a response to
climate change, we can expect to see a reallocation of expenditures, both
intratemporally and intertemporally, and these reallocations will influence
GNP and GNP growth. Whether these reallocations result in greater or
lower economic welfare, cannot be proxied by changes in GNP.

To evaluate economic welfare impacts of climate change, there are no
good substitutes for equivalent and compensating variation measures of will-
ingness to pay by households. One of the great advantages of a general equi-
librium model that is grounded in consumer and producer theory is that it
can provide estimates of changes in willingness-to-pay to evaluate welfare
changes.!® In future work, we will carry our analysis through to this last

6 An important contribution in this area is Hazilla and Kopp (1990). They constructed
an econometric general equilibrium model of the USA that estimates dynamic social costs
derived from modern applied welfare economics. They also demonstrate that general
equilibrium impacts of environmental quality regulations mandated by the Clean Air and
Water Acts are significant and pervasive.
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Table 6. Modeling insights.

e  The labor-leisure choice is a potentially important response to climate impacts.

e Today’s state-of-the-art general equilibrium models do not contain important
inputs that are directly sensitive to climate change. These inputs (e.g., water,
land) may link sectors.

e  Appropriate measures of economic impacts must be chosen. Alternatives in-
clude GNP, household consumption, and equivalent and compensating varia-
tion.

e If consumer surplus measures are desired, a general equilibrium modeling ap-
proach is appropriate.

stage to examine the welfare implications of the scenarios analyzed in this
paper.}?

5. Insights for the Research Agenda

Our results suggest that macroeconomic models provide a useful tool for
gaining valuable insights about the economic effects of climate change. But
macro models, like many other types of models, are limited in that they
only capture those effects that manifest themselves in the market (Scheraga
et al., 1992). Conventional economic modeling lends itself to the assessment
of costs and benefits that are manifested in the market. Macroeconomic
modeling is particularly useful for programs that produce significant market
interactions. Where conventional modeling fails us is in accounting for non-
market costs and benefits (Table 7). These effects are important because
they represent changes in social welfare which need to be considered by pol-
icy makers. Estimation of these effects should be a major focus of ongoing
economic research.

A second focus for future research should be on the development of
improved and more meaningful damage functions. Improved damage func-
tions should be derived from a dynamic, general equilibrium assessment of
the effects of global warming on the US economy, rather than on static,
partial equilibrium assessments. Also, researchers should focus on deriving
intertemporal information on how damages evolve as temperature (and other
weather variables) change, so that the assumption about the proportionai-
ity of damages to the degree of temperature rise can be relaxed. Improved
damage functions should also permit the identification and assessment of

Y For related work, see Jorgenson, Slesnick, and Wilcoxen (1992).
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Figure 4. Impacts on real GNP, consumption, and investment; the case of
sea level rise.
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Table 7. Assessment taxonomy.

Benefits Costs
Market e Medical expenditures e Compliance costs
manifestation e Agricultural yields e General equilibrium
o Worker productivity effects
No market e Visibility aesthetics ¢ Pain & suffering due to job
manifestation e Pain & suffering loss, increased illness, and
¢ Existence value alcoholism resulting from
e Ecosystem damages environmental regulation

(health-health effects)

regional climate impacts. Finally, damage functions should be derived that
will permit the identification of marginal benefits associated with alterna-
tive policy actions. What we have done in our work is estimate credible up-
per bounds for the impacts from three climate-induced effects on economic
growth. However, these estimates cannot be used to justify any policy pack-
age other than one which completely eliminates all of the relevant damages.
In fact, for this type of analysis to be more useful to policy makers, marginal
benefits estimates will need to be derived.

Finally, as we have already discussed, existing macroeconomic models
do not include key climate-sensitive factors of production, such as water and
land. There is a need to broaden the scope of macroeconomic models so that
they include these inputs. One alternative is to develop a new generation of
macroeconomic models that incorporate all key inputs, as well as potential
feedbacks from the environment to economic activity. Another alternative
is to explore linkages between narrower, more detailed sectoral models and
existing macroeconomic models. For example, we expect to investigate how
one might measure directly the influences of climate on production deci-
sions on a sector-by-sector basis, and then use the JW model as a platform
for looking at the general equilibrium effects. We also expect to examine
how climate influences consumption decisions. Most economic analyses of
climate change have focused on the impacts of climate on production. How-
ever, virtually no work has been done to examine the value of climate as a
consumption good, in and of itself. Future work should address this issue.

6. Conclusions

The goal of this project has been to assess the sensitivity of US economic ac-
tivity to three particular climate-induced effects: (i) changes in agricultural
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Table 8. Insights for the research agenda.

There is a need to:

e Focus on non-market impacts.

e Measure directly the influences of climate on production and consumption de-
cisions.

e Derive more meaningful damage functions that will permit:

¢ Identification of the marginal benefits associated

with any particular policy action
o Assessment of regional damages due to climate change.

e Develop linkages between narrower sectoral models and macroeconomic models.

production costs, (ii) changes in electricity service costs, and (iii) changes
in government expenditures to protect coastal areas from sea level rise. We
have discovered that the economic impacts attributable to these climate
change effects are not large as a percentage of GNP. There is a decline in
consumption, although real investment rises. We have said nothing about
the distribution of the consumption decline across household types, but some
of our results suggest that low-income households may be differentially af-
fected. However, further analysis is required before any statments can be
conclusively made about the distributional effects of climate.

From a modeling perspective, we verified that climate change may lead
to significant intersectoral flows of resources, which can only be adequately
assessed with a general equilibrium framework. Yet, even state-of-the-art
general equilibrium macroeconomic models are limited for climate change
analyses because they do not contain important inputs that are directly
sensitive to climate change.

Finally, our focus has been on the magnitude of climate impacts that
have market manifestations (see Table 8). However, considerable work still
needs to be done to investigate the potential non-market impacts of climate
change. The non-market impacts of climate change may be significant, and
are of considerable concern to decision makers concerned with the formula-
tion of efficient and efficacious climate change policy.
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1. Background

Since the beginning of the 1980s, the threat of a global climate change has
caused concern and attracted much attention. Many climatologists predict
significant global warming in the coming decades due to increasing atmo-
spheric concentration of carbon dioxide and other trace gases. As a con-
sequence, major changes in hydrological regimes have also been forecast to
occur.

In 1989 the US Environmental Protection Agency commissioned a three-
year study on the effects of climate change on world food supply. The study
has been jointly managed by the Goddard Institute for Space Studies (GISS)
and the Environmental Change Unit (ECU), University of Oxford, in col-
laboration with the International Institute for Applied Systems Analysis
(ITASA), and involved about fifty scientists worldwide.

2. Study Approach

Recent research has focused on regional and national assessment of the po-
tential effects of climate change on agriculture. For the most part, this has
treated each region or nation in isolation, without relation to changes in
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production in other places. The present study is a first attempt to arrive at
an integrated global assessment of the potential effects of climate change on
agriculture. The implementation of the study involved four elements:

1. Selection of climate change scenarios.

2. The estimation of site specific potential changes in crop yields.

3. Aggregation of crop modeling results to estimates of potential na-
tional/regional productivity changes.

4. Dynamic simulation of climate change yield impacts on the world food
system.

2.1. Climate Change Scenarios

Scenarios of climate change were developed in order to estimate their ef-
fects on crop yields and food trade. A climate change scenario is defined as
a consistent set of changes in meteorological variables, based on generally
accepted projections of CO; (and other trace gases) levels. The range of
scenarios used is intended to capture the range of possible effects and set
limits on the associated uncertainty. The scenarios for this study were cre-
ated by changing observed data on current climate (1951-1980) according to
the results of doubled CO; simulations of three general circulation models
(GCM). The GCMs used are those from:

GISS: Goddard Institute for Space Studies (Hansen et al., 1988)

GFDL: Geophysical Fluid Dynamics Laboratory (Manabe and Wether-
ald, 1987).

UKMO:  United Kingdom Meteorological Office (Wilson and Mitchel,
1987).

Mean monthly changes in climate variables from the appropriate gridbox
were applied to observed daily climate records to create climate change sce-
narios for each site. Although GCMs currently provide the most advanced
means of predicting the potential future climatic consequences of increas-
ing radiatively active trace gases, their ability to reproduce current climate
varies considerably from region to region (Houghton et al., 1990). They also
cannot reliably project changes in climate variability, such as changes in the
frequencies of droughts and storms.

Rates of future emissions of trace gases, as well as when the full magni-
tude of their effects will be realized, are not certain. Because other green-
house gases besides COg, such as methane, nitrous oxide, and the chlorofluo-
rocarbons, are also increasing, an “effective CO; doubling” has been defined
as the combined radiative forcing of all greenhouse gases having the same
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forcing as doubled CO2, usually defined as 600 ppm. For this study, CO,
concentrations are estimated to be 555 ppm in 2060. If current emission
trends continue, the effective CO, doubling will occur around year 2030.
The climate change caused by an effective doubling of CO2 may be delayed
by 30 to 40 years or even longer, hence the projections to the year 2060 in
this study.

2.2. Estimation of Site Specific Potential Changes
in Crop Yields

Crop models and a decision support system developed by the U.S. Agency
for International Development’s International Benchmark Sites Network for
Agrotechnology Transfer (IBSNAT, 1989) were used to estimate how climate
change and increasing levels of carbon dioxide may alter yields of major crops
at 112 sites in 18 countries, representing both major production areas and
vulnerable regions at low, mid, and high latitudes. The IBSNAT models
simulate crop growth and yield formation as influenced by genetics, climate,
soils, and management practices. Models used were for wheat (Ritchie and
Otter, 1985; Godwin et al., 1989), maize (Jones and Kiniry, 1986; Ritchie et
al., 1989), rice (Godwin et al., 1992), and soybean (Jones et al., 1989).

The IBSNAT models were selected for use in this study because they
have been validated over a wide range of environments and are not specific
to any particular location or soil type. Furthermore, because management
practices, such as the choice of crop varieties, planting date, fertilizer applica-
tion, and irrigation, may be varied in the models, they permit experiments
that simulate adjustments by farmers and agricultural systems to climate
change.

The crop models used in this study account for the beneficial physiolog-
ical effects of increased CO4 concentrations on crop growth and water use
(Peart et al., 1989). Most plants growing in experimental environments with
increased levels of atmospheric CO4 exhibit increased rates of net photosyn-
thesis and reduced stomatal openings, thereby reducing transpiration per
unit leaf area while enhancing photosynthesis. Simulation experiments were
conducted for baseline climate (1951-80) and GCM doubled CO; climate
change scenarios with and without the physiological effects of CO,.

The study also tested the efficacy of two levels of adaptation: Level 1
implies little change to existing agricultural systems reflecting farmer re-
sponse to a changing climate. Level 2 implies more substantial changes to
agricultural systems possibly requiring resources beyond the farmer’s means.
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It must be noted that costs of adaptation and future water availability for
irrigation under the climate change scenarios could not be considered.

2.3. Aggregation of Crop Modeling Results

Data on crop yield changes expected for different scenarios of climate change
had to be compiled for all the crop sectors and all the geographical groupings
represented in the IIASA/FAP world food model, the Basic Linked System
(BLS). Crop model results for wheat, rice, maize, and soybean, from 112
sites in 18 countries, were aggregated by weighting regional yield changes,
based on current production levels, to estimate changes in national yields.
The regional yield estimates represent the current mix of rainfed and ir-
rigated production, the current crop varieties, nitrogen management, and
soils. Production data were gathered by scientists participating in the study
and from the FAQ, the USDA Crop Production Statistical Division, and the
USDA International Service.

Changes in national yields of other crops and commodity groups and
regions not simulated with crop models, were estimated based on similari-
ties to modeled crops and growing conditions, and previous published and
unpublished climate change impact studies. Estimates were made of yield
changes for the three GCM scenarios with and without direct effects of CO5.
The yield changes with the direct effects of CO, were based on the mean
responses to CO; for different crops in the crop model simulations.

2.4. Simulation of the World Food System

The working name of the global general equilibrium model system developed
by the Food and Agriculture Program (FAP) at IIASA is: Basic Linked Sys-
tem of National Agricultural Policy Models (BLS). It currently consists of
some thirty-five national and/or regional models: eighteen national models,
two models for regions with close economic cooperation (EC and Eastern
Europe and former USSR), fourteen aggregate models of country group-
ings, and a small component that accounts for statistical discrepancies and
imbalances during the historical period. The individual models are linked
together by means of a world market module. The system is of Walrasian
general equilibrium type. There is no money illusion on the part of any
economic agent. As a consequence of this, the outcome in terms of “real”
variables is neutral with respect to monetary changes. The system is recur-
sively dynamic, working in annual steps, the outcome of each step affected
by the outcomes of earlier ones. Each model covers the whole economy, for
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the purpose of international linkage aggregated to nine agricultural sectors
and one non-agricultural sector. All accounts are closed and mutually con-
sistent: the production, consumption and financial ones at the national level,
and the trade and financial flows at the global level.

The concept of an economic agent who decides on production and dis-
appearance is the basis on which the BLS is built. Producers maximize
returns to primary factors they are endowed with in their production ac-
tivities. Consumers are assumed to maximize utility. Governments follow
prescribed objectives in their policy setting within the constraints of bal-
ancing expenditures with the revenues generated through taxes, tariffs or
other means and international transfers. A detailed description of the entire
system is provided in Fischer et al. (1988).

The considerable length of the projection period, 1980 to 2060, makes
it virtually impossible to avoid judgment and speculation concerning some
of the exogenous variables in the system. The reference scenario presented
here, therefore, is born out of a mixture of statistically estimated relation-
ships, expert judgment on some of the exogenous variables, and, perhaps,
wishful thinking regarding the effectiveness of future economic development
and policies.

3. Dynamic Assessment of the World Food
System under Alternative Climate Change
Yield Impact Scenarios

The evaluation of dynamic impacts of climate change on production and
trade of agricultural commodities, in particular on food staples, is carried out
by comparing the results of a number of suggested climate change scenarios
to a reference scenario. The primary role of such a reference scenario is to
serve as a “neutral” point of departure, from which climate change scenarios
with their altered assumptions on crop productivity, sometimes combined
with changes in policy settings, take off as variants, with the impact of
climate change being seen in the deviation of these simulation runs from the
reference scenario.

We emphasize that the reference run itself is regarded a consistent pro-
jection of the world food system into the future to the year 2060, and not
a forecast. This base scenario is essentially an extrapolation of the past
into the future. Subject to data availability, the BLS was estimated using
observations from 1961 to 1986, and has been calibrated to the more recent
past. The system is simulated over the period from 1980 to 2060 to generate
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the reference scenario. Simulation is done in one year increments. Scenarios
about climate change impact start in 1990 and end in 2060.

Yield variations caused by climate change were introduced into the yield
response functions by means of a multiplicative factor impacting upon the
relevant parameters in the mathematical representation. In particular, this
implies that both average and marginal fertilizer productivity are affected
by the imposed yield changes. Since no additional country and/or crop
specific information was available to suggest explicit modifications of crop
acreage due to impacts of climate change, the acreage allocation was only
indirectly influenced through the implied changes in overall performance of
the agricultural sector as well as changing comparative advantage of the
competing crop production activities. It should be noted, however, that
the BLS is equipped to handle explicit acreage constraints in the resource
allocation module of the agricultural production component.

In the experiments presented here, climate change yield impacts have
been phased in linearly, i.e., the yield change multiplier terms incorporated
in the yield response functions are being built up gradually as a function of
time so as to reach the full impact in year 2060. More complex, nonlinear
schemes are conceivable and were used for sensitivity testing.

The climate change yield impact scenarios devised within this project
involve a large number of experiments that relate to

1. different GCM double CO, simulations;

2. different assumptions with regard to the impacts of climate change on
plant growth and yield levels, such as direct physiological effects of 555
ppm CO,, or time pace of impact;

3. different assumptions regarding farm level adaptation to mitigate yield
impacts; and

4. policy changes to affect both the reference run and climate change ex-
periments, e.g. population growth, trade policies, economic growth, and
GHG policies, such as limitation of arable land expansion, rice acreage
or use of chemical fertilizers.

Altogether, well over fifty climate change and policy experiments were simu-
lated. Results from twelve of these experiments are reported here. Estimates
were made of yield changes for the three GCM scenarios, GISS, GFDL, and
UKMO, with and without direct effects of CO5, and for different assump-
tions regarding farm adaptation measures.

The four sets of estimates described in this paper are:

1. Simulations without the physiological effects of 555 ppm CO; on crop
yields.
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2. Simulations with the physiological effects of 555 ppm CO; on crop yields.

3. Simulations with the physiological effects of 555 ppm CO; on crop growth
and yield, and adaptations at the farm level that would not involve
any major changes in agricultural practices to mitigate negative yield
impacts, Adaptation Level 1.

4. Simulations with the physiological effects of 555 ppm CO; on crop growth
and yield, and adaptations at the farm level that, in addition to the for-
mer, would also involve major changes in agricultural practices, Adap-
tation Level 2.

In this way, data on crop yield changes estimated for twelve different
scenarios of climate change were compiled for 34 countries or major regions
of the world. The crop yield changes relate to an equilibrium 2 x CO,
climate, with the equivalent doubling of CO; assumed to occur around 2030.
The climate change caused by an effective doubling of CO2 may be delayed
by 30 to 40 years or even longer, hence the projections to year 2060 in this
study.

The agricultural production components of the national models in the
BLS were modified so as to accept the exogenously provided productivity
changes in average national yields. In the scenarios reported here, no other
additional constraints have been incorporated in comparison to the reference
scenario. Exogenous variables, population growth and technical progress,
are left at the levels specified in the BLS reference scenario. No specific
adjustment policies to counteract altered performance of agriculture have
been assumed beyond the farm adaptation specified above.

The adjustment processes taking place in the different scenarios are the
outcome of the imposed yield changes triggering changes in national pro-
duction levels and costs, leading to changes of agricultural prices in the in-
ternational market. They, in turn, are affecting investment allocations and
sectoral labor migration as well as reallocation of resources within agricul-
ture. Time is an important element in this assessment as the yield modifica-
tions due to climate change are assumed to start occurring in 1990, reaching
their full impact in 2060. Hence, this allows the economic actors in the na-
tional and international food systems to adjust their behavior over a 70-year
period.

3.1. Static Climate Change Yield Impact

Before assessing the dynamic impacts of introducing a set of climate change
induced yield modifications, we may ask what distortion such an exogenous
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change in agricultural productivity would imply in the world food system.
This measure of distortion has been termed “static climate change yield
impact”, as it measures the hypothetical effect of yield changes, without
adjustments of the economic system taking place over time. It refers to a
state of the system that is not in equilibrium. As such, it is only of theoretical
interest, but it helps to understand the nature and magnitude of adjustments
taking place.

To obtain an estimate of the static climate change yield impact for any
particular scenario, we apply the exogenously provided crop-wise percentage
yield changes to the yield and production levels in the year 2060 observed
in the BLS reference scenario. These impacts can be added up without
weighting for cereals. To arrive at static impact estimates for other groups
of crops, world market prices of the year 2060 as simulated in the reference
scenario are used. Table 1 shows the static climate change yield impact
estimated for the global and regional level.

The estimates of static climate change yield impacts without assuming
direct physiological effects of increased (555 ppm) CO; concentrations on
crop growth and yields represent a fairly pessimistic outlook, with decreases
in crop productivity on the order of 20 to 30 percent. It may be noted that
such an assumption is not regarded as very probable.

When direct physiological effects of CO, on yields are included, the mag-
nitude and even direction of the aggregate static impact at world level varies
with GCM and assumptions regarding farm level adaptation. In all cases the
most negative effects are obtained in scenarios using the UKMO GCM cli-
mate change estimates. Scenarios derived from GISS GCM estimates show
little negative effects or even gains at the global level. The static impacts
are, however, quite unevenly distributed. Developed countries experience in
all but the UKMO scenarios an increase in productivity, even to the tune
of more than ten percent in the GISS estimates. In contrast, developing
regions suffer a loss in productivity in all estimates presented here.

3.2. Dynamic Climate Change Yield Impact

The calculations above paint an effect that would result if climate induced
yield changes were to occur without adjustment, overnight so to say. In
the BLS scenario assumptions, however, yield productivity changes are in-
troduced gradually to reach their full impact only after a 70 year period,
1990 to 2060. In scenarios with shortfalls in food production caused by cli-
mate change yield impacts, market imbalances cause international prices to
change upwards and provide incentives to reallocation of capital and human
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Table 1. Static climate change yield impact, in year 2060.

GISS GFDL UKMO

Cere- Other All Cere- Other  All Cere- Other All
als crops crops als crops crops als crops crops

WORLD

Without physio-

logical effect -22.1 -21.8 -22.0 -25.4 -243 -25.0 -33.6 -33.4 -33.5
With physiological

effect of CO4 -5.1 31 -01 -9.0 05 -2.8 -182 -9.0 -12.2

Adaptation level 1 -1.7 31 09 -55 06 -1.7 -129 -83 -10.1
Adaptation level 2 1.4 48 3.2 -11 25 10 -61 -3.2 -44

DEVELOPED

Without physio-

logical effect -139 -6.6 -10.3 -21.3 -16.0 -18.6 -30.4 -28.9 -28.9
With physiological

effect of CO, 26 184 106 -5.2 9.2 21 -158 -5.2 -9.8

Adaptation level 1 7.8 184 13.1 0.1 95 b0 -67 -1.2 -3.6
Adaptation level 2 7.8 184 13.1 3.3 95 64 -28 0.8 -0.8
DEVELOPING
Without physio-

logical effect -28.5 -25.3 -26.5 -286 -26.3 -27.1 -36.2 -34.4 -35.1
With physiological

effect of CO4 -11.2 -05 -3.7 -120 -15 -45 -201 -9.9 -13.0
Adaptation level 1 -9.2 -05 -32 -100 -1.5 -39 -17.8 -99 -12.3
Adaptation level 2 -3.6 1.7 -01 -45 09 -08 -87 -42 -56

resources. At the same time, consumers react to price changes and adjust
their patterns of consumption.

Table 2 contains changes in world market prices, for cereals and overall
crop prices, as observed in the respective climate change yield impact scenar-
ios relative to the BLS standard reference scenario. When direct physiolog-
ical effects of CO; on plant growth and yields are not included, then major
increases in world market prices — four to nine fold increases of cereal prices
depending on GCM scenario — would result. Note that such increases would
call for strong public reactions and policy measures to mitigate the negative
yield impacts. Hence, the outcome for scenarios without the physiological
effects of CO; on yields, as shown in Tables 3 and 4, should be interpreted
with care, both for their agronomic as well as economic assumptions.

When physiological effects of 555 ppm CO; on crop growth and yields
are included in the assessment, then cereal prices increase on the order of
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Table 2. Percent change in world market prices, year 2060.

Cereals All crops
Scenario GISS GFDL UKMO GISS GFDL UKMO
Without phys. effect of CO; 306 356 818 234 270 592
With phys. effect of CO, 24 33 145 8 17 90
Adaptation level 1 13 22 98 2 10 67
Adaptation level 2 -4 2 36 -8 -3 25

24 to 145 percent relative to the BLS standard reference scenario. Qver-
all, crop prices increase by 8 to 90 percent, depending on the GCM climate
change scenario. Price increases are further reduced when farm level adap-
tation is considered in addition. With adaptation measures involving major
changes in agricultural practices, adaptation level 2, prices would even fall
below reference run levels in the GISS and GFDL scenarios. Note that the
assumptions underlying adaptation level 2 are hardly consistent with such
an economic development, so that the stipulated adaptations would often
not be viable.

Table 3 highlights the dynamic impacts of climate change on agriculture
resulting after 70 years of simulations with the IIASA general equilibrium
world model. According to these calculations, and with direct physiological
effects of 555 ppm CO; on crop yields, the impact on global agriculture GDP
would be less than 2 percent in all but the UKMO scenarios where decreases
range between -2 and -5 percent. Developed countries are even likely to
experience a fair increase in output. In contrast, developing countries are
projected to suffer a production loss in all the analyzed scenarios. It is also
important to note that these changes in comparative advantages between
developed and developing regions are likely to amplify the size of the impacts
suggested by the static analysis. Figures 1, 2 and 3 illustrate this observation,
showing the estimated static climate change yield impact on agriculture vis-
a-vis the simulated dynamic changes in GDP agriculture. Figure 4 shows the
spatial distribution of changes in GDP of agriculture obtained for different
GCMs assuming some adaptations at farm level (adaptation level 1).

With less agricultural production in developing countries and higher
prices on international markets, it does not come as a surprise that the
estimated number of people at risk of hunger! is likely to increase. Table 4
summarizes the simulated impacts.

'In the BLS the number of people at risk of hunger in the developing world (excluding
China) is estimated based on data and the methodology developed by FAO (FAO, 1984
and 1987).




EJdynamic

L

AD2

AD1

WITH with phys. effects of CO2

AD1

with phys. effects, adaptation level 1
AD2 with phys. effects, adaptation level 2

WITH

a

w

S

g |

g i

= a

[ o

24 E g

g £

5 G

2 &® ‘

° ° - -
Figure 1. GISS climate change, static and dynamic impact on GDPA.

|
g

143




| orweuip

¢ leAg| uonelydepe ‘sjoaga 'sAyd yym 2y
| j9ne) uonejdepe ‘sjoaye 'sAyd yym  1Qy
209 jo spoaye 'sAyd yim HiIm

Qv Qv HLIM

X4

cay av HLIM

N

\\\EQ\\‘\\‘ \

=
E\\

DNIdO13A3Q 8bueyo 9,

{onweufp—y
| oneisgg

aTHOM abueyod %

144

o

x4

S

- G2

- §¢

Figure 2. GFDL climate change, static and dynamic impact on GDPA.



145

effects of CO2
effects, adaptation level 1

AD2 with phys. effects, adaptation level 2

WITH with phys.
AD1  with phys.

Figure 3. UKMO climate change, static and dynamic impact on GDPA.



146

it

[

o

c

©

L

O o o

< p W o N W =

o - ' + + + +

[a) o o ©o & 9 .

(DV;“"“"“
o W

2 AL S ¢

N

E 7\ B

Figure 4a. Dynamic impact on GDPA-GISS GCM (Adaptation Level 1).

not included




147

G

% GDPA Change %,

L not included

Figure 4b. Dynamic impact on GDPA-GFDL GCM (Adaptation Level
1).




148

papnjoul jou D
oL+ < ._m_mmm
0L+ 0l g+ §

G+ 0] g+ %
ctol g M
g ol g _v:_____=__

G- 01 O}-

Gi->
abueyd vdao %

Figure 4c. Dynamic impact on GDPA-UKMO GCM (Adaptation Level

1).



149

Table 3. Dynamic impact of climate change, year 2060.

Cereals production GDP agriculture
(% change) (% change)
GISS GFDL UKMO GISS GFDL UKMO

WORLD TOTAL
Without phys. effect of COy -10.9 -12.1 -19.6 -10.2 -11.7 -16.4

With phys. effect of CO, -1.2 -2.8 -7.6 -04 -1.8 -5.4
Adaptation level 1 0.0 -1.6 -5.2 0.2 -1.2 44
Adaptation level 2 1.1 -0.1 -2.4 1.0 0.0 -2.0
DEVELOPED

Without phys. effect of CO; -3.9 -10.1 -23.9 1.1 -6.2 -12.5
With phys. effect of COq 11.3 5.2 -36 11.6 5.1 -1.9
Adaptation level 1 14.2 7.9 -3.8 133 6.5 1.8
Adaptation level 2 11.0 3.0 1.8 118 6.5 1.3

WORLD TOTAL
Without phys. effect of CO, -16.2  -13.7 -16.3 -139  -13.5 -17.7

With phys. effect of CO, -11.0 -9.2 -109 -44 -4.0 -6.6
Adaptation level 1 -11.2 -9.2 -125 4.1 -3.7 -6.4
Adaptation level 2 -6.6 -5.6 -58 -2.6 -2.2 -3.1

Table 4. Impact of climate change on people at risk of hunger, year 2060.

Additional million people % change
GISS GFDL UKMO GISS GFDL UKMO

DEVELOPING (excl. China)

Without phys. effect of CO, 721 801 1446 112 125 225
With phys. effect of CO, 63 108 369 10 17 58
Adaptation level 1 38 87 300 6 14 47
Adaptation level 2 -12 18 119 -2 3 19

Net imports of cereals to developing countries increase under all scenar-
ios. The change in cereal imports, relative to the standard reference sce-
nario, is largely determined by the size of the estimated static yield change,
the change in relative productivity in developing and developed regions, the
change in world market prices, and changes in incomes of developing coun-
tries.

4. Conclusions

The impact of climate change on agriculture and global food supply has
been evaluated with a system of linked national models, called the Basic
Linked System. Several scenarios of climate induced yield changes have
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been derived, based on a large number of site specific yield simulations with
IBSNAT crop models. Considerable uncertainty still surrounds the magni-
tude and spatial pattern of expected climate change and the resulting impact
on crop yields. The effects of changes in climate on crop yields are likely
to vary greatly from region to region across the globe. Under the climatic
scenarios adopted in this study, the effects on crop yields in mid and high
latitude regions appear to be positive or less adverse than those in low lat-
itude regions, provided the potentially beneficial direct physiological effects
of increased CO-, concentrations on crop growth can be fully realized.

Results of each simulated climate change yield impact scenario are com-
pared to a reference scenario. The latter is a projection of the world food
and agriculture system till the year 2060. Under the assumptions of the BLS
standard reference scenario, agriculture can satisfy effective demand for food
at prices even lower than observed at present. However, this scenario also
clearly shows that, unless the poor receive a higher income share, there will
still be a substantial number of people at risk of hunger, increasing from an
estimated 500 million people in 1980 to some 600 million in year 2000 and
reaching about 640 million in year 2060.

The ability of the world food system to dynamically absorb negative
yield impacts decreases with the magnitude of the impact. Adaptation can
largely compensate for moderate impacts of climate change such as under
the GISS and GFDL scenarios but not greater ones like under the UKMO
scenario.

Relative productivity of agriculture in all climate change yield impact
scenarios changes in favor of developed countries. Economic feedback mech-
anisms are likely to emphasize and accentuate the uneven distribution of cli-
mate change impacts across the world, resulting in a net gain for developed
countries in all but the UKMO scenarios and a noticeable loss to developing
countries. This loss of production in developing countries, together with ris-
ing agricultural prices, is likely to increase the number of people at risk of
hunger, on the order of 5 to 50 percent depending on the GCM scenario.

It must be realized that the ability to estimate climate change yield
impacts on world food supply, demand, and trade is severely limited by
large uncertainties regarding important elements, such as the magnitude
and spatial characteristics of climate change, the range and efficiency of
adaptation possibilities, the long term aspects of technological change and
agricultural productivity, and even future demographic trends.
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Abstract

The most widely quoted attempts to quantify the impacts of climate change
suggest that the costs may be rather modest and insufficient to justify much
abatement effort at present. However, these estimates suffer from five impor-
tant limitations because they: do not reflect the probable dynamics of cli-
mate change; make invalid extrapolations from industrialized to developing
countries; require largely subjective valuations of non-market impacts; ne-
glect important issues raised by long-term and extreme atmospheric changes;
and ignore the possibility of major and costly surprises arising from the sheer
complexity of the global system.

To provide an estimate of impact costs which is directly relevant to
policy formation, these components of the problem need either to be roughly
quantified, or plausibly argued to involve negligible costs relative to the
quantified components. Until this is done, cost analyses need to acknowledge
far wider uncertainties than is presently admitted, potentially with much
higher costs, if they are to be relevant as a guide to policy.

1. Introduction

Proposals to limit the buildup of greenhouse gases reflect concerns about
the potential costs associated with climatic change. Most of the proposed
emission targets reflect implicit individual or collective judgments about the
dangers and costs involved. Recently, a number of studies have used explicit
estimates of the costs of climate change as a basis for calculating optimal
policy responses.

The first tentative numbers were those produced by Nordhaus (1991).
Based on a detailed estimate of the possible impacts of climate change on the
US economy, he suggested that a doubling of atmospheric CO; levels might
impose total annual costs of around one percent of GDP as a best guess,
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with 2 percent as an upper estimate. Applying these estimates first in a
steady-state analysis and later in a dynamic framework (Nordhaus, 1992)
he concluded that relatively little abatement action is justified now. Peck
and Teisberg (1992) have produced a number of cost-benefit studies which
draw on Nordhaus’ estimates of climatic damage, and point also towards
very modest abatement efforts. Barrett (1992) has likewise used these num-
bers, and Schlesinger (1992) has drawn upon them to support his earlier
conclusions that the costs of delaying abatement action may be very small.
Many cost/benefit discussions now seem to start from the proposition that
the costs of adapting to climate change will be modest.

Given the increasing attention being devoted to such studies, we would
be well advised to ponder the numbers being used very carefully. This pa-
per seeks to examine critically the extent to which current estimates really
capture the potentially important costs, and suggests a need to think more
carefully before we count.

2. ...But What was the Question?

The scenarios painted by commentators on climate change, without mon-
etary quantification, span an immense range. At one end there are quali-
tative warnings of possible climatic disasters, with flooding, starvation and
mass migration caused by sea level rises and changes in rainfall and storm
patterns, extended further by warnings about possible global catastrophes
(Leggett, 1990). At the opposite end, Idso (1991) and others have argued
that COj-induced climatic change would be beneficial, with reduced frost
damage, longer growing seasons, and CO,-induced fertilization of plants — a
veritable “green paradise”.

The Impacts report of the IPCC 1990 assessment (IPCC, 1990) falls
centrally between these two views, noting that agricultural impacts could be
considerable at the regional level, but “studies have not yet conclusively de-
termined whether, on average, the global agricultural potential will increase
or decrease”, and that water resources could be a particular concern because
“relatively small climate changes can cause large water resource problems in
many areas ...changes in drought risk represent potentially the most seri-
ous impact of climate change on agriculture”. Such factors, combined with
changes in disease patterns and the impact of sea level rise combined with
storm surges, “could initiate large migrations of people”.

There have been a few attempts to put economic costs on potential cli-
mate impacts and adaptation to them. The US EPA estimated the costs of
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CO2-doubling on US agriculture as about $0.5+10bn (EPA, 1989), although
Cline (1992, Chapter 2) has noted that this study made excessive allowance
for CQy fertilization.! Nordhaus (1991) used these numbers as part of his
broader study of potential impact costs in the US, extrapolated globally.
His analysis also highlighted the fact that, outside agriculture, many sec-
tors of the economy do not depend significantly on climatic conditions. His
detailed estimates concluded that the impact on the formal economy of cli-
matic changes predicted for a doubling of atmospheric CO; might be just a
quarter of one percent of the US GDP, and suggested an overall figure for
global impacts of one percent of global GDP to allow for various factors not
included in the analysis.

Cline (1992, Chapter 3) has presented a more extensive critical analysis
of the numbers involved, and suggested that many of the specific numbers
may be significantly larger than the Nordhaus estimates. Nevertheless, his
own quantification suggests that a doubling of CO;-equivalent may cost one
to two percent of GDP, plus certain elements (such as human amenity and
morbidity impacts) added separately as as-yet-unquantified elements. Ayres
and Walter (1991) have suggested rather higher numbers, but their analysis
has received less attention; the underlying argument that much of the econ-
omy is not vulnerable to climatic change, and that therefore costs cannot
be very high, is powerful and apparently backed by a number of studies to
date.

In short, these studies suggest that we know the answer: it is on the
order of one percent of GDP. But concerning such numbers, the critical
issue is: what was the question?

The question for which we have an approzimate answer is: what are the
likely economic impacts on developed economies of a relatively smooth tran-
sition to a state with doubled atmospheric CO; concentrations, as estimated
by mid-range, equilibrium GCM (General Circulation Model) modeling stud-
ies.

The question to which we are seeking answers is: what may be the
impact of increasing greenhouse gas concentrations on the overall welfare
of future generations globally, expressed in terms of present-day monetary
equivalence.

1The EPA study analyzed climatic change and CO; fertilization associated with a pure
CO- doubling. In practice, the contribution of other trace gases means that this degree of
climatic change may be reached at considerably lower CO2 concentrations. Cline (1992,
p. 94) estimates a corrected central figure for the US to be $13bn/yr, though this itself
depends significantly upon the very uncertain CFC contribution (and other uncertainties).
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These are not the same questions. This paper highlights five issues which
need to be addressed before we can claim to have attempted a complete quan-
tification. These underline the partial nature of most current estimates, and
suggest that the potential welfare impacts associated with rising greenhouse
gas levels are much more uncertain — and potentially much higher — than
suggested by most current cost/benefit studies.

3. Dynamic and Marginal Patterns of Change

Most impact costing studies focus on the costs of being in a warmer world
(typically, a “doubled CO2-equivalent” as analyzed in most climate modeling
studies). This is not the same as the costs of adapting to climate as it
changes, which is more difficult to assess. Ausubel (1991) and Cooper (1991)
argue that modern societies tend to be increasingly insulated from climatic
variations, and that the strength of market economies is their ability to adapt
to changes so that steady climatic change will be lost in the noise of other
societal changes.

However, it seems improbable that climatic changes will be smooth, or
that average conditions are an adequate indicator. The most important
change may be the increased probability of extreme events, such as the US
drought of 1988, the current Sahelian and Southern African droughts, and
the flooding in Bangladesh and elsewhere. These have all imposed consid-
erable human and financial costs which would be greatly amplified if such
events occurred in groups.

Furthermore, the extent to which models predict more extreme weather
in a warmer world is not the only relevant factor. Local weather patterns
reflect chaotic variations within the bounds set by the large-scale regional
conditions, and chaos theory suggests that the transition from one state
to another may involve more extreme local variations than would occur in
either stable state (Markowski, 1991).2

Assessment is further complicated by the possible human reactions to
such changes. Even when changes can be predicted in outline, adaptation
may be severely constrained: for example, those in occupations or areas of
greatest risk may be well advised to move, but in practice people may not
want to, or may not be able to (due to migration or other restrictions) until

2Weather patterns reflect an essentially chaotic variation of sub-systems within ranges
set by the general forcing conditions. Chaos theory appears to indicate that, in general,
chaotic variations of sub-components become more extreme if the driving force is itself
changing, i.e., that the transition between two average forcing conditions may be expected
to involve greater local variability than in either equilibrium condition.
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the extremes strike — upon which even costly national or international relief
efforts could not negate the suffering caused. To compound this, our ability
to predict the occurrence of more extreme events, such as the duration of
drought patterns, may be very limited.

Thus, the real-world costs may be much higher than suggested by mod-
els which assume relatively smooth climatic changes, optimal adaptation,
and/or adequate foresight.

4. Extrapolation to Developing Countries

Reference to Bangladesh and migration highlights the second critical issue.
Nearly all the impact costing studies to date have focused on the industrial-
ized world or made extrapolations globally from the US analyses. But there
is no way of extrapolating validly from a relatively robust and large industri-
alized society to one with very limited infrastructure in which many citizens
may already be on the margins of existence. For example, the costing studies
cited above all equate the welfare losses associated with agricultural changes
as equivalent to GNP impacts. Since agriculture only accounts for a few per
cent of GNP, it follows that the costs cannot be very high. Noting that agri-
culture is a higher percentage of GNP in developing countries, the impact
costs have been scaled proportionately.

Unfortunately, this reasoning requires that money and food are glob-
ally interchangeable: that if climate change damages agriculture anywhere,
that additional resources can and would be put into agriculture to produce
more food irrespective of geography. Reality appears different. At a time
when many industrialized countries are seeking to cut back agriculture, in
the developing world hundreds of millions of people are suffering from mal-
nutrition, and hundreds of thousands are dying from starvation or directly
related causes. Many climate models suggest that central Africa will get
drier with increasing CO, concentrations; the increases that have already
occurred could have contributed to the undisputed drying trend of the past
twenty-five years which has claimed many millions of lives. Similar remarks
apply to the Bangladesh floods.

The real impact of climate change on the welfare of people may thus be a
far cry from that reflected in extrapolations of GNP impacts on industrialized
countries. Nor is it valid to assume that such impacts can simply be avoided
by migration; quite apart from the fact that migration itself involves a hefty
human cost on the people involved, in practice it is increasingly restricted
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by most countries, because of the various costs and stresses imposed on the
receiving country.

5. Valuation of Non-market Impacts

Both the above issues and many others come into sharp economic focus
when attempts are made to value the non-market impacts of climate change.
Despite attempts to inject objectivity through criteria such as Willingness to
Pay, Willingness to Accept, and various measures of revealed preference (for
an overview see Pearce and Markandya, 1989) there remain large subjective
elements in attempts to monetize many of the possible impacts of climate
change. This applies equally to human and non-human impacts.

For example, whilst it may well be possible to keep managed ecosys-
tems viable, ecologists express strong concerns about the possible impacts
of climate change on unmanaged ecosystems, and (by implication) biodiver-
sity. The literature on valuation indicates a wide range of possible values
placed on species and habitats, varying with both the individuals making
the assessment, and the subject, as indicated for example by the apparent
willingness to sacrifice up to $160m annually to preserve the spotted owl and
its habitat in the US (Cline, 1992, p. 106).

The contrast with the Dodo, almost unnoticed at the time of extinction,
further serves to remind us how valuations can vary with time: we have
little way of knowing how much future generations will value ecosystems
and species such as those found in coral reefs, mangroves and boreal forests,
which are amongst the ecosystems most likely to be diminished or lost to
climatic change. This not only adds another layer of uncertainty; the value
placed on such resources has tended to increase over time and with growing
wealth, suggesting that our current valuations may be an underestimate of
how future generations will value species and habitat losses.

The other major aspect of valuation concerns more direct human im-
pacts. At the more trivial level, there is the question of how people will
value (for good or bad) hotter weather. More serious issues are raised by
migration, health and survival impacts. One discussion asks, “how much
does a refugee cost”, and attempts an estimate based on one person-year of
lost production (Ayres and Walter, 1991). People driven from their homes
or countries by famine or flood might suggest a rather different value scale.
Concerning health and possible loss of lives noted above, much depends upon
how economics values this. Scaling impact costs according to relative GDP
implies valuation of human impacts based upon average earning power. In
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welfare economics this approach is contentious, in part because in fact many
societies, directly or by implication, are clearly prepared to spend much more
to prevent death than the “foregone earnings” measure implies. Pearce and
Markandya (1989) suggest a figure of about £2m per life.

If estimates of possible greenhouse impacts are made with this figure
applied equally to all human beings irrespective of their location, this might
radically alter cost-benefit results. Lockwood (1992) cites an illustration
that if climatic change causes one to ten million additional deaths annually,
and a “cost of life” of between £1m and £10m is then applied, the potential
monetized equivalent cost ranges from 5 percent to five times the projected
global GNP - a rather different result from those cited above, and one which
could justify quite drastic abatement action.

There is of course a major problem with such an approach because the
blunt fact is that societies clearly do not value human beings in other coun-
tries equally. But if the above illustration is shaky in terms of consistent
economics, the alternative assumption — that the human impacts of industri-
alized country pollution are far less significant if it is poor people who suffer
— itself involves highly contentious ethical assumptions. It is not something
that can be passed off simply as inevitable economic logic. It should be
recognized that global impact costing studies inherently involve contentious
value judgments, concerning which differing assumptions may completely
reverse the conclusions.

6. Marginal and Very Long-term Changes

A fourth major issue in assessing impact costs concerns the implicit or ex-
plicit time horizon employed, and by implication, the assumed discount rate.
Most published studies analyze the consequences of a doubling of COs-
equivalent concentrations, or cut off around the middle of the next century
(which is roughly equivalent).

Even if we could plot out the possible pattern of regional climatic change
on the way to a doubling of CO,, and estimate the associated costs, this
would be of limited value. The pressures upon global energy consumption,
and the inertia in global energy systems, are such that even if moderately
strong measures were initiated now it appears most improbable that we
could prevent atmospheric changes equivalent to doubling atmospheric CO,
concentrations (Grubb, 1990). What we may be able to do is to slow the rate
of change, and prevent concentrations rising much above that level. What is
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relevant to economic analysis is not the cost of a slow CO; doubling, but the
incremental costs of getting there faster, and potentially going much further.

Nordhaus (1992) adopts a marginal cost approach and extends his anal-
ysis further, but this is on the basis of a simple quadratic extrapolation of
cost vs. concentration which involved no analysis of what the greater at-
mospheric changes would actually mean. Cline (1992) has emphasized the
immense long-term changes that would accrue from uncontrolled releases of
fossil fuels — not a doubling of CO; concentrations but increases of four,
six or even eight times pre-industrial levels, with potential global average
temperature changes of perhaps 10°C.

It follows from the discussion above that knowledge concerning the way
in which costs may vary with the rate of change is rudimentary. Knowledge
of potential very long-term impacts is still more sketchy, but a potential
global average temperature increase of more than twice that since the last
ice age can hardly be regarded with equanimity.

Such changes are far away — 150 years or more. Most economic studies to
date have consequently ignored the issue on the assumption that discounting
would render any such impacts irrelevant, if the discount rates applied are
remotely related to market rates. The potential contradictions in using much
lower rates for public decisions than apply in existing private markets are
well known. However, literature on discounting for public policy has for
some time argued that the appropriate procedure is to discount using the
social rate of time preference (which is generally much lower than the market
interest or discount rate), and use a “shadow cost of capital” which reflects
directly the impact on private sector investments {Arrow, 1966; Feldstein,
1972; Lind et al., 1982). This places a far greater weight upon longer term
costs than traditional discounting procedures.

Howarth (1990) has also recently extended the debate about the eth-
ical basis of market-related discounting between generations. Pearce and
Markandya (1989) assume market-related rates, but in the environmental
context note the potential for unsustainable outcomes, and thus suggest a
separate “sustainability constraint” — a caveat which itself can destroy the
validity of a discounted cost-benefit analysis if the policy implications of that
analysis leads ultimately to unsustainability.

In short, focusing on a doubling of CO; is wholly inadequate. What
matters is the marginal cost going faster and further, and there can be no
prior assumption that very long term extreme impacts are not relevant to a

3Cline (1992, Chapter 6) has invoked this literature, discussed briefly in Grubb (1990,
Chapter 3). Many economists have questioned the utility of using a simple, market-related
discount rate over such long time periods.
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cost/benefit analysis; as Cline has stressed, it is an issue of potentially great
importance, which to date has received far from adequate attention.

7. Climatic Surprise, Risk-aversion,
and the Planetary System

A final issue is that of possible climatic surprises, and of associated risk
aversion. The impact studies to date have tended to assume not only that
climatic change is relatively smooth, but also that there are no surprises.
But as noted above, there could be. Given current knowledge, perhaps the
most credible “surprise” is that ocean current patterns will change, maybe
rather suddenly. This could result in rapid regional temperature changes of
well over 5°C (Dansgaard et al., 1989; Calvin, 1991); Europe for example
could become largely icebound if the Gulf stream were to switch, and icy
regions elsewhere could melt with catastrophic subsidence and/or flooding.
This could impose great costs, perhaps including starvation even in parts of
the industrialized world as agriculture and infrastructure struggle to adjust.

Concerning other possible “surprises”, disintegration of the West Antarc-
tic Ice Sheet — raising sea levels by many meters — is almost certainly a slow
phenomena taking many centuries . In principle the northern polar ice cap
could change much faster, with little impact on sea levels but unknown
implications for climatic patterns (Weiner, 1990). Another issue is how nat-
ural greenhouse gas sources and sinks may respond; current evidence sug-
gests that these will respond to warming by amplifying the human-induced
increase in greenhouse gas concentrations (Hoffert, 1992), and some have
painted scenarios of runaway feedbacks (Leggett, 1991). Overall, the nag-
ging fear is that there might be surprises in store which have simply not yet
been thought of.

The underlying issue in all this is that humanity is interfering with im-
mensely complex and interactive global systems that are far from adequately
understood. Scientists and economists have sought to take a reductionist
approach to climate change, modeling the components and trying to esti-
mate the impact of changes on each. However, as highlighted eloquently
by Weiner (1990), the Earth is a fantastically complex system, with ma-
jor and ill-understood interactions between the atmosphere, the aquasphere
(oceans), the cryosphere (ice), the lithosphere (physical and chemical struc-
ture of the surface), and the biosphere (life). Not only do these interact,
but all are also affected directly by human activities, to varying degrees,
and most are affected one way or another by the changing heat balance and
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chemical composition of the atmosphere. There is no way of tracing all the
possible consequences.

Whether or not one accepts Lovelock’s full “Gaia hypothesis” analogy of
the Earth itself as a living organism, it is obvious that such a system has the
potential for major surprises and highly non-linear responses to planetary-
scale perturbations. The fluctuations of the last twenty thousand years alone
suggest a far from constant and stable system. Lovelock (1988) suggests salt
in the human system as an analogy for CO; in the planetary system, and
considers that “the carbon dioxide regulation system is nearing the end of
its capacity.”? Given its role in fertilizing Cs plant growth, and generally
speeding up both the carbon and water cycles, steroids might be an equally
appropriate analogy. It still does not follow that ever more is benign.

This seems an important complement to the reductionist approach be-
cause it serves as a reminder that the problem may not be just a matter
of calculating the costs of raising sea walls and changing crops. In the fa-
mous words of Revelle and Suess (1957), humanity is conducting a “grand
geophysical experiment”.

Decision theory has of course long considered issues of decision-making
under uncertainty, even very large uncertainties, generally within the frame-
work of “subjective expected utility” (SEU) theory. One of the most basic
outcomes is that unlikely outcomes are not necessarily irrelevant; as Collard
(1987) puts it, “while it may or may not be possible to neglect tiny probabil-
ities, it is not permissible to assume that they may be safely ignored”. What
matters is the relationship between the probability and cost of more extreme
events. If the cost of successively more extreme outcomes rises more rapidly
than the probability declines, the “cost benefit” analysis becomes dominated
by the high cost, low-probability events. At present there is simply no way

*Lovelock has been attacked by environmentalists for his suggestion that ozone deple-
tion is a minor problem in Gaian terms, and has been misinterpreted by others as arguing
that the earth has an immense natural capacity for automatically “healing” biotic damage.
But concerning the CO, problem, and observing the oscillations of the Ice Age, Lovelock
(1989) writes that:

“biota everywhere on the land and sea are acting to pump carbon dioxide from the
air so that the carbon dioxide which leaks into the atmosphere from volcanoes does
not smother us ... we cannot live without it {(CO;), but toco much is a poison ...
Humans may have chosen a very inconvenient moment to add carbon dioxide to the
air. I believe that the carbon dioxide regulation system is nearing the end of its
capacity.”
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of knowing whether this is the case with climate change, but it certainly
cannot be excluded.’

The importance of ignorance and possible surprises is amplified by the
inertia and irreversibility of many climate change impacts. Over and above
SEU-based results, such circumstances call for a strong measure of risk-
aversion. Meade (1973) noted with some irony that “my own hunch would
be that the disutility of Doom to future generations would be so great that,
even if we give it a low probability and even if we discount future utilities
at a high rate ...we would be wise to be very prudent indeed in our present
actions”.

8. Conclusions

Estimating the potential costs associated with rising greenhouse gas levels
is an important, but very ambitious and at present speculative task. If such
estimates are to be more objective and useful than the collective judgments
expressed in terms of (for example) negotiated emission targets, they will
need to convince observers that the major issues have been taken into ac-
count. Current estimates do not achieve this, and this paper has suggested
five areas which require particular attention.

(i) The potential local and regional dynamics of climate change, and its
predictability, appear poorly understood. Do we expect climate change
to proceed relatively smoothly towards a new state, or is greater and
unpredictable variability likely during the transition? How robust are
agricultural systems especially to such variability, and what costs may it
impose? This issue appears to have received very little attention, in part
because of the focus of most GCM modeling upon aggregate statistics,
and equilibrium changes.

(ii) The likely impacts on some developing countries appear much more se-
vere than upon more robust developed economies. Some discussions
paint scenarios of severe drought or flooding, with starvation, homeless-
ness and forced migration. How likely are such outcomes? How should

®It appears implausible that the (dis)utility of possible climate damages can be offset
to zero by the possibility of beneficial outcomes. Even on an optimistic view of CO;
fertilization, etc., the probability seems low that adapting to changing conditions at the
rate and degree implied by most forecasts would result in net benefits. Even on such an
extremely optimistic view the possible scale of gains seems clearly limited (e.g., set by the
limited scope for further reductions in agricultural costs) — limits which do not necessarily
apply to possible damages. The distribution of possible costs thus appears to be highly
asymmetric.
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they be valued? What could be done to reduce such impacts, and insofar
as this requires international transfers, how likely is it that such assis-
tance will be forthcoming in an effective and timely way? Such questions
have received some popular attention, but relatively little analysis, al-
though this is beginning to change with the country studies of UNEP for
the IPCC, and the national studies required for the climate convention.

(iii)) What might be the extent of non-market impacts, both in terms of
direct human welfare (e.g., health and welfare losses and benefits associ-
ated with warmer climates and precipitation change), and other impacts
(e.g., on ecosystems and species loss)? This issue has been more widely
recognized among economic studies, but is still far from being resolved,
and obviously depends heavily upon resolution of the first two issues
raised.

(iv) What climatic and other changes might be implied by the very high
CO; concentrations projected for the very long term? What impacts
might these have: to what extent could they be mitigated over the long
timespan available, or might they threaten more fundamental losses (e.g.,
from extensive sea-level rise)? How should such very long-term impacts
be valued? These issues have received very little attention, with the
exception of the recent work by Cline (1992), and it is to be hoped that
the challenge issued by his analysis will provoke more serious work in
this area; as yet, hardly anything seems resolved.

(v) What are the possible surprises in the system? Currently, a rapid change
in ocean circulation patterns seems the most widely touted, despite
which we have neither estimates of its probability, nor of the possible
impacts if it should occur. Natural emission feedbacks and changing
carbon fixation rates may amplify the growth in concentrations, and
eventual disintegration of polar ice sheets seems likely, but the poten-
tial for more rapid-than-expected change in either seems uncertain. Is
our understanding sufficient to be relatively confident that we have not
missed something important? What costs would be involved? And how
should we weight issues which are judged to be very low probability, but
high cost? These issues are now beginning to receive more attention,
but as yet we do not seem remotely close to answers.

Given all these factors, the task facing those who seek to quantify the
costs of climate change is either to make and justify rough estimates con-
cerning each of these (as Cline has attempted for some non-market, and
for long-term impacts), or to argue plausibly that each of the five factors is
negligible compared with factors already quantified.
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This has not yet been done. Until this has been achieved, cost/benefit
studies which focus upon quantifiable elements present a false sense of con-
fidence and complacency. In such studies, it would be better to conduct
analyses which recognize explicitly the wide range of uncertainties explicitly.
For example, studies could examine the implications of:

e welfare losses of both one percent and 10 percent of global GDP associ-
ated with the 50-year transition to a doubled CQO; equivalent;
both high and low rates of time preference;
both weak (e.g., linear) and strong (e.g., cubic) functions relating the
degree of damage to the rate and/or degree of climatic change.

More disaggregated studies could seek to delineate the potential impor-
tance of developing country impacts, non-market impacts, and/or climatic
surprises.

Such analyses would not provide simple policy answers, because none ex-
ist. But they would improve our understanding of the relationship between
different impact uncertainties and optimal policies, and highlight the impor-
tant uncertainties, and thus help to focus the policy and research agendas
associated with climate change.
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Are we Underestimating, When Valuing the
Benefits of Greenhouse Gas Reduction?

Huib M.A. Jansen
Institute for Environmental Studies, Free University Amsterdam
Amsterdam, The Netherlands

The environment has no price but it certainly has a value. Restoring the
environment or preventing environmental damage does have a price, but is it
worth the value? The question on the benefits of GHG reduction is a political
question with respect to the trade-off between costs and benefits. However,
the present state of the art of monetary valuation of environmental damage
of climatic change is such, that either the range of the monetary estimation
is extremely large, or the estimation is severely biased downward (or both),
which prevents such a trade-off in most cases. A good survey of estimates
of damage is given in, e.g., Cline (1992), and an attempt to trade-off can be
found in, e.g., Ayres and Walter (1991). Both are essentially speculations.

At the present state of the art, estimates of benefits of GHG reductions
are, at most, wild guesses of the order of magnitude, that do not allow a
fine-tuned trade-off of policy alternatives. They can, perhaps, be used as
circumstantial evidence to justify political choices, not more. In this paper
some reasons are given why this is the case.

The common use of the word “benefits” is somewhat euphemistic. Ben-
efits of GHG reduction are prevented damages. As long as no reductions are
being realized, it is more precise to speak of damages. The two words will
be used interchangeably in this paper.

1. Substitutability

In economics, scarcity is measured in terms of utility, and the measuring
unit is most often money. The aim of economics is to maximize utility.
A basic, but not always evident, assumption behind the maximization of
utility is that various types of utility are substitutable. This substitutability
is indeed guaranteed if markets exist where goods and services can be freely
traded, and money is a good expedient to facilitate this trade. Climatic
change and its effects cannot be traded in a market. When climatic change

167




168

occurs there is no possibility to undo it at the expense of other goods or
services, money included.

Although climatic conditions certainly have a utility, we cannot exchange
it for other types of utility. This is not too bad, if at least we can compensate
with other types of utility, so as to feel equally well off. Even in the absence
of an apple market, it is conceivable that a person feels equally well off with
an ECU or a certain amount of apples. But the possession of an apple is
not essential to well-being. Climatic change might well be. It is therefore
questionable if we can measure the utility of climatic condition in the same
terms as utility derived from apples, TV sets, cars, or other goods and
services.

The case is comparable to the valuation of human life. In various sectors
(traffic, medicine, food, environment) a trade-off must be made between costs
of measures and the resulting reduction of risk, and valuation of human life is
helpful to ensure efficiency within and between these various sectors. But for
any individual, the question of value of his life is meaningless, as substitution
is not possible.

The discipline of economics is concerned with small changes in prices,
quantities, and utility. When such small changes occur, it is indeed probable
that compensation or substitution is possible. But this basic assumption is
not guaranteed when essential, irrevocable changes are involved. This makes
monetary valuation questionable.

2. Time Scale

When choices are made with effects in time, a trade-off must be made be-
tween present and future costs and benefits. A discount rate is used to
compare future effects with present effects. For individuals and firms the
discount rate can be related to the interest rate of banks, which indeed pro-
vide the substitutability between present expenditures or gains and future
ones. But a person’s or a firm’s time preference can also be higher than the
interest rate.

Time preference of governments is generally lower than that of individ-
uals; the official discount rate of the Dutch government is 5%, which means
that the utility derived from Dfl 1 now is valued equal to the utility next
year derived from Dfl 0.95, or the utility after 10 years of Dfl 0.60 (in con-
stant prices, so under the assumption of zero inflation). This implies that
the value of Dfl 1 shrinks in a period of 50 years, roughly two generations, to
less than Dfl 0.08, in the present valuation. One can indeed argue that, if a
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small amount of money is invested in the bank or in a good enterprise, it will
make a much larger amount after 50 years. But environment and climatic
conditions cannot be banked, neither can they be bought back after 50 years
with money invested now. The substitutability between the present and the
future is not guaranteed with goods and services that cannot be traded in a
market.

This is not to say that the concept of time preference is useless for
environment. A trade-off has to be made in any case between present and
future use of the environment.

The Brundtland Commission (WCED, 1987) introduced the concept of
sustainable development, which is “development that meets the needs of the
present without compromising the ability of future generations to meet their
own needs”. This concept was officially accepted by many governments. The
needs of present and future generations are put at the same level in the view
of the Brundtland Commission. Discounting, when applied to essential living
conditions that cannot be bought back with money, is therefore not in line
with sustainability.

Although discounting is perfectly logical if applied to values that can
be bought back, there is certainly a tension between discounting and sus-
tainability when irreversible effects are concerned that are vital to meet the
needs of future generations. And climatic change indeed bears the risk of
compromising the ability of future generations to meet their needs, at least in
some parts of the world. Thus, discounting and sustainability, both officially
accepted concepts, are inconsistent.

In practice, discounting is being applied in the comparison between costs
and benefits of GHG reduction; otherwise both costs and benefits are infi-
nite. If sustainable development is the point of view, discounting leads to
underestimation of the benefits of GHG reduction.

3. Cost-Benefit Approach

Typically, a cost-benefit analysis (CBA) approach is adopted when com-
paring the pros and cons of GHG reductions (Jansen et al., 1991). It is
well-known from theory that CBA is only applicable for marginal changes.
If changes are more substantial, all kinds of adaptation and secondary effects
will occur and CBA is no longer sufficient. But no models are available to
reliably estimate the secondary effects of GHG reduction, in particular be-
cause climatic change has very long-term effects. Thus, the CBA approach
is used for lack of alternatives.
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Adaptation and secondary effects will generally diminish the primary
effects of environmental changes, and thus the CBA approach tends to over-
estimate, not underestimate, the benefits of GHG reduction. But this goes
for the costs as well.

In the comparison of costs and benefits of GHG reduction, which one
of the two is more overestimated? We do not know, but one could guess
that the possibilities for adaptation are larger on the cost side. Costs are
financial and can therefore be compensated by other financial effects, such
as economic growth. It was estimated (Steering Group, 1992) that a 100%
energy charge in the Netherlands would lower the GNP with 6 to 7%. That
is the economic growth of a few years only. Benefits of GHG reduction,
or damage of no reduction, may be measured in money terms, but are not
financial, for most part. This may limit the possibilities of adaptation. It
is questionable if the adaptation mechanisms of the economic system are
working equally well at the benefits side as at the cost side.

So although the CBA approach tends to overestimate both costs and
benefits, it seems probable that the overestimation is larger on the cost side
and, therefore, that the benefits are relatively underestimated.

4. Comprehensiveness and Completeness

Monetary estimates of benefits lack completeness and comprehensiveness
(Kuik et al., 1991, 1992). An estimate of benefits is complete if it contains
all types of benefits. And it is comprehensive if all value categories are
included, i.e., also consumers’ surplus, option value, existence value, and
bequest value. Some types of benefits (or damages) are easy to estimate in
monetary terms. For instance, sea level rise will lead to costs of construction
of higher dikes in the Netherlands. This is a purely financial effect. But
many other effects of climatic change are much more difficult to estimate in
monetary terms, for instance loss of ecologically valuable wetlands, loss of
human life, loss of quality of life of ecological refugees. If such intangible
effects are to be included in the monetary estimation, one has to resort to
valuation methods that give results with very broad ranges of confidence, and
even an indication of the order of magnitude may be unattainable. Value
components such as consumers’ surplus, option value, existence value, and
bequest value are difficult to estimate reliably; yet they may well be of great
importance in the case of climatic change.

To give an example: Ayres and Walter (1991) estimate the damage to
one ecological refugee at $1,000. Perhaps this may be a sound estimate of
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the costs to society of resettling, but clearly the suffering of the refugees is
not included.

An economist finds himself between Scylla and Charybdis: either he
makes an accurate estimate by deleting types of damage and value compo-
nents, or he makes a more complete and comprehensive estimate with such
broad ranges that it is not useful for making a comparison with the more
accurately measured costs. In practice, no estimate is fully complete and
comprehensive, so each estimation is biased downward. Benefits are more
underestimated to the extent that they are more accurate.

5. Risk and Uncertainty

Although often mentioned in one breath, risk and uncertainty are not the
same. They may go together, but are different.

Uncertainty is simply not knowing. The occurrence of climatic change,
its extent, and its long-term effects are for a large part uncertain. Policy
makers can take different attitudes to uncertainty. The attitude of the Dutch
government — at least in words, not so much yet in policy actions - seems to
be that uncertainty with respect to irreversible effects urges to more caution.
But the United States, a more important CO, emitter, hold the view that
as long as no more certainty is reached, no costly policy actions should be
taken; clearly an attitude of underestimation of potential damages.

Risk has to do with probability distributions. The risk of flooding and
hurricanes may well increase as a result of climatic change. Most often, the
valuation of risk events is made with the expected value, i.e., probability x
monetary value of the event. In particular with low probability—high effect
risk events, the expected value approach leads to underestimation. People in
general are risk-averse for such extreme events with negative effects, and a
risk aversion premium should be added. It is, however, difficult to estimate
that premium accurately.

6. Climatic Change Compared to Other
Environmental Problems

None of the mentioned problems in benefit estimation is unique for climatic
change. Benefit estimation of, for instance, SO, reduction also suffers from
the same problems. But in the estimation of benefits of GHG reduction, all
problems come together, and each of them seems to be stronger than in the
valuation of other types of pollution. As most of the mentioned problems
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give a tendency of underestimation of damage, it appears that in total there
is a very strong tendency to underestimate.

Are benefits of GHG reduction high? This question is meaningful only
in relation to the costs of reduction. Compared to other environmental
problems, climatic change is a young field of environmental policy. So far,
almost no policy action aimed at GHG reduction have been introduced.
This implies that nations are still at the lower end of the cost curve of
reduction. Engineering studies indicate that significant CO, reductions can
be attained at zero costs (van der Burg et al., 1992). Macroeconomic studies
indicate that major policy measures, such as unilaterally doubling energy
prices overnight, lead to a fall in GNP of only a couple of years of economic
growth (Steering Group, 1992). In this light, benefits are high indeed, if
compared to the costs of the first, initial GHG reduction steps.
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Abstract

Because of the potential for global warming, there are widespread concerns
about the impact of changing climate upon the productivity of land in farm-
ing and other sectors. This paper develops a new approach for measuring
the economic impact of environmental factors such as climate on production
by examining the direct impact of the environmental factor on land produc-
tivity as measured by land prices. This new method is applied to examine
the effect of climate on agriculture using cross sectional farm data for almost
3000 counties in the United States. It finds substantial impacts of climatic
variation on both land values and farm revenues. Among the central findings
are that higher temperatures in all seasons except autumn reduce average
farm values in the United States. More precipitation in all seasons except
autumn increases farm values. The relationships are, however, nonlinear and
complex.

1. Introduction

Over the last decade, scientists have studied extensively the greenhouse ef-
fect, which holds that the accumulation of carbon dioxide (CO;) and other
greenhouse gases (GHGs) is expected to produce global warming and other
significant climatic changes over the next century. Numerous studies in-
dicate that there is the potential for major impacts on agriculture, espe-
cially if there is significant midcontinental drying and warming in the U.S.
heartland.! The greenhouse effect is but one of a number of major environ-
mental consequences of human activities.

1See particularly the reports of the Intergovernmental Panel on Climate Change
(Houghton et al., 1990) and the National Academy of Sciences Panel on Greenhouse Warm-
ing (NAS, 1991).
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There are two approaches to valuing the impacts of environmental
change. The traditional approach in the environmental valuation litera-
ture focuses upon measuring direct impacts on consumers. An alternative
approach reflects the likelihood that a significant part of the damages from
environmental changes come through impacts on production. For example,
particulate emissions may increase the cost of operating processes which re-
quire especially clean settings. Changes in climate will affect agriculture,
outdoor construction, electricity generation, ski resorts, and other sectors
which involve natural systems or outdoor activities.

One issue addressed here is the development of a general theoretical ap-
proach that can be used directly to measure the impacts of environmental
changes on production through their impact on land markets. This method-
ology, which is developed in Section 2 of this paper, takes into account
adjustments that firms make in response to the environment.

We then develop in Section 3 an application of this model to the specific
question of climatic effects on agriculture. This issue is not new. Studies of
the impact of climate on farming include scholarly studies such as Adams et
al. (1988), Adams (1989), Adams et al. (1990), Callaway et al. (1982), Decker
et al. (1986), and Rosenzweig (1986) as well as surveys in NRC (1983), EPA
(1989), and NAS (1991).

1.1. Ricardian vs. Production—Function Approaches

The approach contained in the current literature on climate effects we label
the production-function approach, to distinguish it from the approach devel-
oped here. Under the production-function approach, changes in yield are
estimated directly from a production function. Frequently, all other inputs
are frozen and only the variable of interest is permitted to change. Stud-
ies using the production-function approach all find that climate change can
affect agriculture through the impact of precipitation, temperature, carbon
dioxide levels, changes in pests, as well as by changing the costs of irriga-
tion. Quantitative estimates have been generated (for example, see Adams
et al., 1988; Adams, 1989; and Adams et al, 1990) from experimental or
agronomical production models. Depending upon the atmospheric scenario
and the model utilized, crop-yield models (CERES and SOYGRO) predict a
10% increase or a 20% decrease in harvests, although some authors estimate
a more substantial decline in yields (see Rind et al., 1990).

While these studies provide a useful baseline for estimating the impacts
of climate change on farming, they have an inherent bias that will tend to
overestimate the impact. This bias arises because the production-function
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approach will omit many of the possible substitutions and adaptations that
society can make to changing environmental conditions. Most studies as-
sume that there is no adaptation at all and simply calculate the impact of
changing temperature on farm yields. Others allow some changes in fertil-
izer application or irrigation or limited changes in the cultivars. None permit
a detailed adjustment to changing environmental conditions by the farmer.
Further, the literature does not consider the introduction of completely new
crops (such as tropical crops in the south); technological change; changes
in land use from farming to livestock, grassland, forestry; or conversion to
cities, retirement homes, campsites, or the 1001 other productive uses of
land in a modern post-industrial society.

By not permitting a complete range of adjustments, previous studies
have overestimated damages from environmental changes. Figure 1 shows
the hypothetical values of output in four different sectors as a function of
a single environmental variable, temperature, in order to illustrate the gen-
eral nature of bias. In each case, we assume that the production-function
approach yields an accurate assessment of the economic value of the activity
as a function of temperature. The four functions are a simplified example
of how the value of wheat, corn, grazing, and retirement homes might look
as a function of the temperature. For example, the curve to the far left
is a hypothetical “wheat production function,” showing how the value of
wheat varies with temperature, rising from cold temperatures such as point
A, then peaking at point B, finally falling as temperatures rise too high.
A production-function approach would estimate the value of wheat produc-
tion at different temperatures along this curve. For example, point F would
describe the effect of being at a high temperature.

The production-function approach fails to take into account, however,
that there will be economic substitution of alternative activities as the tem-
perature changes. For example, when the temperature rises above point C,
adaptive and profit-maximizing farmers will switch from wheat to corn. As
temperature rises, the production-function approach would calculate that
the yield has fallen to F in wheat, but wheat is in reality no longer pro-
duced; the realized value is actually much higher, at point D where corn
is now produced. At a slightly higher temperature, the land is no longer
optimally used for corn but switches to grazing, and production-function
estimates that do not allow for this conversion will again overestimate the
losses from climate change. Finally, at point E, even the best agricultural
model will predict that the land is unsuitable for crops or even grazing and
that the damage is severe. A more complete approach will find that the land
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Figure 1. Bias in production function studies.

has been converted to retirement villages, to which old folks flock so they
can putter around in the warm winters and dry climates.

All this is of course illustrative. But it makes the crucial point that
the production-function approach will overestimate the damages from cli-
mate change because it does not, and probably cannot, take into account
the infinite variety of substitutions, adaptations, and old and new activities
that may displace no-longer-advantageous activities as climate changes. Of
course, there is no guarantee that the picture will look anything like Figure
1. It might well be that the values of wheat are much greater than other ac-
tivities. But the direction of the bias from the production function approach
is unambiguous.

In this study, we develop a new technique that in principle can correct
for the bias in the production-function technique by using economic data
on the value of land. We call this the Ricardian approach, after the great
English economist who explored the economic determination of land rents.
In the Ricardian approach, instead of studying yields of specific crops un-
der different controlled settings, we examine how climate in different places
affects the rent or revenue from farm land. By directly measuring rents, we
take into account direct impacts of climate on yields of different crops as
well as the potential for substitution of different inputs, introduction of dif-
ferent activities, and other potential adaptations to different climates. For
example, by changing seed, irrigation, harvest length, or fertilizer, a farmer
might adjust to changes in climate in ways that crop-yield models may fail
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to measure. If markets are functioning properly, the Ricardian approach will
allow us to measure the economic value of different activities and therefore to
verify whether the economic impacts implied by the crop yield experiments
in the production-function approach are reproduced in the field.

The results of the Ricardian approach can be seen in Figure 1. We
assume that the “value” measured along the vertical axis is the net yield
per acre of land; more precisely, it is the value of output less the value of
all inputs (excluding land rents). Under competitive markets, the land rent
will be equal to the net yield of the highest and best use of the land. This
rent will in fact be equal to the heavy solid line in Figure 1. We label the
solid line in Figure 1 the “best-use value function.”

In general, we do not observe market land rents, for most land is owner-
occupied; moreover, the land rent is generally a small component of the total
rent, which includes also the rent on capital items. We can, however, observe
farm-land prices, which in competitive markets will be equal to the present
value of the land rents. If the interest rate and rate of capital gains on the
lands are equal for all parcels, then the land price will be proportional to
the land rent. Therefore, by observing the relationship of land prices to
climatic and other variables, we can infer the shape of the solid, best-use
value function in Figure 1.

The Ricardian approach used here is closely related to hedonic property
and wage studies which attempt to measure the non-monetary components
of market decisions such as purchases of houses and cars or choices of jobs.
In hedonic wage studies, the non-monetary components are due to working
conditions, risk, the quality of the location, and similar factors. Hedonic
studies have been conducted for a number of different purposes. Nordhaus
and Tobin (1972) applied the hedonic model to wages to estimate urban dis-
amenities in their construction of the Measure of Economic Welfare. Thaler
and Rosen (1975) applied the model to valuation on human life, while Roback
(1982) applied this technique to detect regional wage effects. Cropper and
Arriaga-Salinas (1980) and Blomquist et al. (1988) have recently used the
model to develop measures of the quality of life. The approach has also been
used with land values to estimate the value of environmental goods, such as
the implicit value of air pollution for households. For a general discussion,
see Freeman (1979) and Pearce and Markandya (1989). Finally, Brown and
Mendelsohn (1984) and Englin and Mendelsohn (1991) use the approach on
recreation trips to value the characteristics of public lands.

This study measures the impact of environmental factors on production
focusing upon the effect of climatic variables on agriculture. We examine
both climatic data and a variety of fundamental geographical, geophysical,
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agricultural, economic, and demographic factors to determine the intrinsic
value of climate on farming. The unit of observation is the U.S. county in
the lower 48 states, and we are fortunate that there is a wealth of data at the
county level in the U.S. We examine the effect of climatic variables as well
as the non-climatic variables on both land values and on farm revenue, and
the analysis includes a number of urban variables in order to measure the
potential effect of development upon agriculture land values. The analysis
suggests that climate has a systematic impact on agricultural rents through
temperature and precipitation. These effects tend to be highly nonlinear
and vary dramatically by season. The paper concludes with a discussion of
optimal climates and the broader implications of the results.

2. Measuring the Effect of Environment
on Production

This section develops the analytical apparatus that underlies the valuation
of climate in this study. We postulate a set of consumers with well behaved
utility functions and linear budget constraints. Assuming that consumers
maximize their utility functions across available purchases and aggregating
leads to a system of inverse demand functions for all goods and service:

Pl = D—l (Ql, Q27 7Qn7Y)
: : (1)
Pn = D_l (Ql1 Q27 ee 7Qn1Y) y

where P; and Q; are respectively the price and quantity of good 7,¢ = 1, .., n,
and Y is aggregate income. The Slutsky equation is assumed to apply, so
that Equation (1) is integrable.

We also assume that a set of well-behaved production functions exist
which link purchased inputs and environmental inputs into the production
of outputs by a firm on a certain site:

Qi = Qi(Ki7 E),Z = 1,..,72 . (2)

In this equation, we use bold face to denote vectors or matrices. Q; is the
output of good i, K; = (Ki1, .., Kij, .., Ki7) where K;; is the purchased input
j ( = 1,...,7) in the production of good i, and E = (Ey,.., Ey, .., E) where
E, is the exogenous environmental input 1 (1 = 1,...,L) into the production of
goods, e.g., climate, soil quality, air quality and water quality, which would
be the same for different goods’ production on a certain production site.




179

Given a set of factor prices, R;, for K; , the exogenously determined level of
environmental inputs, and the production function, cost minimization leads
to a cost function:

Ci =Ci(Qi,R,E) . (3)

Here, C; is the cost of production of good i, R = (Rj,...,R;), and C;(*)
is the cost function. Firms are assumed to maximize profits given market
prices:

rréa_aXPiQi - Ciy(@Qi,R,E) (4)

where P; is the price of good i. This maximization leads firms to equate
prices and marginal cost. Differentiating Equation (4) with respect to any
purchased factor and setting the result to zero also reveals the first-order
conditions pertaining to each factor used in production:

Pi6Qi(Ki,E)/6Kij - R; =0 . (5)

Next consider the impact of changes in the exogenous environmental
variables. Assume that the environmental change is from initial point E4
to new point Eg. The change in value from changes in the environment are
then given by:

Q
V(Ea-Eg)= [ © 3 DQ.)dQi~ Y Ci(Q:,R,Eg)—  (6)
0

Q
[ /0 A S D(Q)dQ: — Y Ci(Qi R, Ex)]

where [ 3" is the line integral evaluated between the initial vector of quan-
tities and the zero vector, Qa = [Q1(K;i, Ea),..,Q:i (Ki, Ep),..,@n(Kns,
EA)]’ QB = [Ql (KlvEB)v "7Qi(Kiv EB)v vy @n(Ky, EB)]? Ci(Qi» R, EA) =
Ci(Qi(K;, E4),R,E4), and Ci(Q;, R, Ep) = Ci(Q:(K;, Eg),R,Ep). It is
necessary to take this line integral as long as the environmental change af-
fects more than one output. If only one output is affected, then Equation
(6) simplifies to the integral of the equations for a single good. Note that
as long as the Slutsky equation is satisfied, the solution to Equation (6) is
path-independent and unique.

The damages in Equation (6) can be decomposed into two parts. On the
one hand, costs have changed for the production of good i from C;(Q;,E4)
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Figure 2. The effects of an environmental change.

to Ci(Q;, EB). Second, production has changed from Q4 to Qg. The value
of the lost production is the difference between the consumer surplus under
the demand function and the original cost of production (see Figure 2).

The present study investigates the impact of environmental changes
through their impact upon a particular factor, land. We now explicitly
separate land out from the firm’s profit function in Equation (4):

max PQ; - Ci(Q:,R,E) - PLgL; , (7)

where L; is the amount of land used to produce Q;, and Pyg is the annual
rent per unit of land given the environment E. We assume that there is
perfect competition for land, which implies that entry and exit will drive
pure profits to zero:

PQ;: - Ci(Qi,R,E)- PLpgL;=0 . (8)

If use i is the best use for the land given the environment E and factor
prices R, the observed market rent on the land will be equal to the annual
net profits from production of good i.2

2With imperfect competition, it is possible that a farmer could pay only as much as
the next highest bidder for land and that this land payment would then be less than the
productivity in the best use of the land. In addition, if the land is not put to the best use,
the land payment may exceed the net productivity of the land.
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Let us now reexamine the measure of environmental damages with this
explicit land market. If we are examining changes in the environment which
will leave market prices unchanged, then Equation (6) can be expressed:

V(E4—Ep)=PQg-) Ci(Qi,R,Ep)—[PQ,-> Ci(Q:,R,E)], (9)
where P = (Py,.., P, .., P,). Substituting Equation (8) into the above yields:

V(E4 - EB) = E(PLEB - PrLga)L;i (10)

H

where Prg4 is Prg at E4 and Prgp is Prg at Eg. Equation (10) is the
definition of the Ricardian estimate of the value of environmental changes.
Under the assumptions used here, the value of the change in the environ-
mental value is captured ezactly by the change in land rent.

Note that all of the valuation expressions listed above implicitly assume
that firms adjust their market inputs in order to adapt to the changing en-
vironment. It is important to recognize, however, that the measure of envi-
ronmental damage incorporates this adaptive behavior. Rewriting Equation

(9):

V(E4 -Eg) = Z P,Q:(K;p,EB) - Z RK,p—

[ZPiQi(KiAyEA)—Z:RK,‘A] : (11)

As E deteriorates from E4 to Eg, one would expect that farmers would
adjust their purchases of K from K;4 to K;g to reduce some of the losses,
although the exact form of the adaptation will generally be extremely com-
plex. If one fails to incorporate these adjustments by firms and instead
assumes that K is fixed, then Equation (11) becomes:

V(E4-EB) = ZR’[Q:‘(KM,EB) - Q:i(Kia,E4)] . (12)

This latter measure uses changes in gross revenues as a measure of envi-
ronmental damage; it is closely related to the production-function approach,
in which limited or no adaptation occurs. Scientific experiments where all
factors are tightly controlled except for an environmental change use measure
[Equation (12)].

The Ricardian measure in Equation (10), which includes all optimizing
adaptations, is superior to the gross revenue or production-function estimate
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in Equation (12) because the former includes all adaptations. An important
result, however, is that the Ricardian measure in Fquation (10) will always
yield an estimate of environmental damage which is less than or equal to the
estimate generated by the production-function approach in Equation (12).
This result is easily seen. The profits from adjusting all inputs and outputs
optimally are clearly at least as great as the profits from not adjusting inputs
or outputs at all or adjusting them incompletely. The former approach
provides the estimate of the loss from the Ricardian approach while the
later provides the loss from the production-function approach.

The impact of an environmental change on decisions is easily seen when
there is only one input K and one environmental factor E in the production
function of one good, Q = (K, E). Fully differentiating the first-order con-
dition of profit maximization [Equation (5)] with respect to E and K and
simplifying yields:

dK/dE = -QkEg/Qkk

The optimal response by the firm to improvements in E will be to in-
crease K if Qg > 0 and Qgx < 0. For example, if reduced concentrations
of ozone make corn respond more positively to fertilizer Qxg > 0, then
farmers would increase fertilizer use with decreased ozone. If increased car-
bon dioxide decreases a plant’s need for water and the marginal productivity
of water Qg < 0, then with more CO, farmers will reduce irrigation. The
profit function described by Equation (4) indicate adjustments of K with
changes in E. If K is not permitted to adjust, the resulting profits for each
level of production must be lower so that net societal benefits must be lower.
Estimates that do not allow for adjustments in purchases of market inputs,
for example by measuring just changes in revenue, underestimate the value
of environmental improvements (or overestimate the value of environmental
damages).

3. An Application of the Ricardian Technique
to Agriculture

In this section, we apply the Ricardian technique by estimating the value
of climate in U.S. agriculture. Agriculture is the most appealing applica-
tion of the technique both because of the significant impact of climate on
agricultural productivity and because of the extensive county-level data on
farm inputs and outputs. As mentioned in the introduction, there is a vast
literature on the impact of climate and weather on agriculture. All studies
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we have uncovered use the production-function approach, in which the phys-
ical impact of climate on crop yields is examined through statistical analysis
or through experiments. Although this approach has great value for many
purposes, it is unable to take account of the multitude of adaptations that
individual farmers already make to different climates. As a complementary
approach, we pursue the Ricardian approach outlined above as an indepen-
dent way of investigating the impact of climate change.

3.1. Sources and Methods®

The basic hypothesis is that climate affects the production function for crops.
Farmers on particular units of land must take environmental variables like
climate as given and adjust their inputs and outputs accordingly. By ex-
amining the rents that land earns across different environments, we can
measure the direct effect of climate on rents. This approach makes a num-
ber of simplifying assumptions. We assume that prices are fixed across the
sample. Moreover, we assume perfect competition in both product and in-
put markets, which is probably tenable here. Most important, we assume
that the economy has completely adapted to the given climate; that is, we
assume that the observed land prices have attained the long-run equilibrium
that is associated with each county’s climate. To the extent that there are
short-run distortions, affecting either the discount rate on land rents or the
relative prices within the agricultural sector or between agriculture and the
rest of the economy, the observed rents and estimated climatic values may
not accurately represent the longer-run values and impacts.

We rely on data from the 1982 U.S. Census of Agriculture to obtain
much of the data on farm characteristics in each county. For the most part,
the data are actual county averages, so that there are no major geographic
issues involved in obtaining information on these variables. The County and
City Data Book, and the computer tapes of that data, are the source for
much of the agricultural data used here, including values of farm products
sold per acre, farm land and building values,* and information on market
inputs for farms in every county in the United States. In addition, in many
of the equations, we include social, demographic, and economic data on each
of the counties; these as well are drawn from the County and City Data Book.

3Appendix A contains a complete description and definition of the variables used in
this study.

*The definition and source of the farm value variable is critical to this study and its
derivation is described in Appendix B.
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The rest of the data required much more effort. Data about soils were
extracted from the National Resource Inventory (NRI) with the kind assis-
tance of Drs. Daniel Hellerstein and Noel Gollehon of the U.S. Department
of Agriculture. The NRI is an extensive survey of land characteristics in
the United States. For each county, NRI has collected several soil samples,
each providing a measure of salinity, clay content, sand content, flood prob-
ability, soil erosion (K factor), rain erosion (R factor), slope length, wind
erosion, whether or not the land is a wetland, and numerous other variables
that are not used in this analysis. Each sample also contains an expansion
factor, which is an estimate of the amount of land the sample represents in
that county. Using these expansion factors, we average this data to yield an
overall county estimate for each soil variable.

Climatic data is available by station rather than by county, so it was
necessary to estimate county-average climates. To begin with, climate data
was obtained from the National Climatic Data Center, which gathers data
from 5511 meteorological stations throughout the United States. The data
include information on precipitation and temperature for each month from
1951 through 1980. Since the purpose of this study is to predict the im-
pacts of climate changes on agriculture, we focus on the long-run impacts of
precipitation and temperature on agriculture, not year-to-year variations in
weather. We consequently examine the climatological normal variables — the
30-year average of each climatic variable for every station. In this analysis,
we collect data on normal daily mean temperatures and normal monthly
precipitations for January, April, July, and October. We focus on these four
months in order to capture seasonal effects of each variable. For example,
cold January temperatures may be important as a control on insect pests,
warm but not hot summers may be good for crop growth, and warm October
temperatures may assist in crop harvesting.

In order to link the agricultural data which is organized by county and
the climate data which is organized by station, we conducted a spatial statis-
tical analysis which examines the determinants of the climate of each county.
Although the specific climatic variables we analyze in this study have been
measured frequently, there are some counties with no weather stations and
others with several. Some of the weather stations are not in representative
locations, such as the station on the top of Mt. Washington. Furthermore,
some counties are large enough or contain sufficient topographical complexity
that there is variation of climate within the county. We therefore proceeded
by constructing an average climate for each county.

First, we assume that all the weather stations within 500 miles of the
geographic center of the county provide some useful climate information.
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The 500-mile circle invariably draws in many stations, so that our measure
does not depend too heavily on any one station.

Second, we estimate a climate surface in the vicinity of the county by
running a weighted regression across all weather stations within 500 miles.
The weight is the inverse of the square root of a station’s distance from
the county center since we recognize that closer stations contain more in-
formation about the climate of the center. We must estimate a separate
regression for each county since the set of stations within 500 miles and the
weights (distances) are unique for each county. The dependent variables
are the monthly normal temperatures and precipitations for January, April,
July, and October. The independent variables include latitude, longitude,
altitude, and distance from closest shoreline. The regression fits a second-
order polynomial over these four basic variables, including interactive terms,
so that there are 14 final variables in the regression, plus a constant term.
Eight regressions (4 seasons times 2 measures) for each county given 3000
counties leads to over 24,000 estimated regressions.

Third, we calculate the predicted value of each climatic variable for the
geographic center of the county. The predicted values of normal precipitation
and temperature from the climate regressions are the independent variables
for climate in the property value regressions. This complicated procedure
is intended to provide accurate estimates of the climatic variables for each
county.

3.2. Empirical Results

We now discuss the empirical results of this analysis. We begin with the
results for the climate parameters. Figure 3 shows the temperature stations
while Figure 4 shows the precipitation stations used to construct the indi-
vidual climates of each county. As can be seen, these form a dense set of
stations for most regions of the United States with the exception of some of
the desert Southwest.

The estimates of the climate parameters for individual counties are too
numerous to present, but we show two selected counties in Tables 1 and
2. These show the independent variables as well as the coefficients and
summary regression statistics for Fresno, California and Des Moines, Iowa.
Note that more coefficients are significant in the Fresno than the Des Moines
regressions. There is more variation across the sample in Fresno because of
the effects of the coast and nearby mountain ranges. Although there are
more significant coefficients in the California regression, the Jowa regression
has a better overall fit and smaller standard errors. In general, the fit east of
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Figure 3. Temperature stations.
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Figure 4. Precipitation stations.

400

200




188

Table 1. Interpolating county climate measures (Fresno, CA).

Temperature Precipitation

April July  October April July  October
Constant 131535 231764 124970 -58846 -184063* 16551
Longitude -32.8* -59.6* -29.2 26.7 45.2* 1.96
Latitude -13.2 -18.2 -16.8 -19.6 21.7* -16.33
Lat sq 1.9E-4 2.8E-4 4.1E-4 1.6E-3 -3.1E-4 1.6E-3*
Long sq 2.0E-3*  3.8E-3* 1.7E-3 -2.3E-3  -2.7E-3* -3.9E-4
Long*lat 1.8E-3 2.8E-3 2.1E-3 1.5E-3 -2.9E-3* 1.1E-3
Altitude -0.56* -1.44* -1.00* 0.525 1.28* 1.48*
Alt sq -1.6E-6* -3.0E-6* -2.3E-6* -3.7TE-6* -65E-7* -2.4E-6*
Lat*alt 4.3E-5 8.8E-5 7.7TE-5* -4.8E-5 -1.1E-4* -1.1E-4*
Long*alt 6.2E-5 1.8E-4*  1.1E-4* -4.6E-5 -1.5E-4* -1.7E-4*
Shore dist -40.4* -74.5* -35.2 -5.47 59.4* -26.6
Sdist sq 2.6E-3 4.2E-3 2.2E-3 2.9E-3 -4.9E-3* 4 8E-3*
Sdist*long 5.2E-3* 9.6E-3* 4.2E-3 -1.3E-3  -6.7E-3* 2.6E-3
Sdist*]at 2.0E-3 3.7E-3 2.3E-3 43E-3 -49E-3* 2.7E-3
Sdist*alt 6.7E-5 1.3E-4 9.7E-5* -1.9E4 -7T.0E-5* -2.3E-4*
Adj r? 0.999 0.998 0.999 0.796 0.777 0.706
Std err 0.13 0.24 0.13 0.54 0.13 0.30
Observations 331 331 331 525 525 525

Notes: Variables marked with an asterisk are significant at the 5% level. Temperature is
measured in Fahrenheit and precipitation in inches per month.

100 degrees longitude (the east slope of the Rocky Mountains) was tighter
than in the West. By and large the equations do very well in predicting
monthly temperature and vary from precise to somewhat less satisfactory
for the noisy precipitation variable.

In order to gain some sense of the reliability of this geographic approx-
imation method, we predicted the climate for each of the weather stations.
Dropping the weather station itself, we predicted the climatic variables for
the station from all stations within 500 miles in the manner explained above.
Comparing these results with the actual measurements from each station re-
veals that the approximation method predicts between 87% and 97% of the
variation in precipitation in the continental United States and between 97%
and 99% of the variation in temperature. It should be noted that, even in
a statistically stationary environment, the observations of “climate” them-
selves contain error because they contain only 30 observations. Depending
upon the relative importance of idiosyncratic error in climate vs. misspecifi-
cation error in our equation, it might well be that the predictions are actually
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Table 2. Interpolating county climate measures (Des Moines, Iowa).

Temperature Precipitation

April July  October April July  October
Constant 6425 5006 8967 -32243 77324* 41650
Longitude -0.919 -1.12 -2.55 7.72 -15.8* -9.61
Latitude -2.48 -0.829 -1.55 10.0 -32.9*% -16.32
Lat sq 2.5E-4 2.0E-5 3.2E-5 -9.7B-4 3.2E-3* 1.6E-3
Long sq 3.7TE-5 8.1E-5 2.0E-4 -49E-4 6.8E-4 5.9E-4
Long*lat 2.0E-4 1.0E-4 2.4E-4  -9.9E-4 3.8E-3* 1.8E-3
Altitude -0.13 0.046 0.34* 0.353 3.02* 2.09*
Alt sq -1.2E-6 -1.3E-6* 1.6E-6* 1.1E-5* -1.5E-6 2.1E-5*
Lat*alt 2.1E-5 -1.6E-5 -6.9E-5* -1.2BE4 -5.7E-4* -2.8E-4*
Long*alt 1.1E-5 -9.7E-6 -49E-5* -3.1E-5 -3.6E-4* -3.2E-4*
Shore dist 1.14 -1.17 -0.564 -0.150 26.8 18.6
Sdist sq 1.8E-4 -3.1E-4 -1.9E-4 5.8E-4 -1.2E-3 1.4E-3
Sdist*long -4 4E-5 1.9E-4 -1.2E-4  -4.1E-4 -2.7E-3 -1.9E-3
Sdist*lat -3.6E-4 2.2E-4 9.0E-5 42E-4 -54E-3* -3.8E-3
Sdist*alt -2.2E-5 3.2E-5 9.9E-5* -1.7E-4 6.9E-4* 3.6E-4*
Adj r? 0.999 0.999 0.999 0.989 0.987 0.976
Std err 0.04 0.04 0.04 0.14 0.17 0.15
QObservations 928 928 928 1477 1477 1477

Notes: Variables marked with an asterisk are significant at the 5% level. Temperature is
measured in Fahrenheit and precipitation in inches per month.

a superior estimate of the local climate than are the recorded observations
themselves.

Combining the agricultural and climatic data, we wish to predict agricul-
tural land values. Land values are the present value of future expected rents.
There is little reason for the riskless interest rate to vary across counties in
the U.S., but the risk and capital-gains components of land value might vary
considerably. For example, California agricultural land near growing cities
might well have a larger capital-gains component than would rural land far
from cities in an economically stagnant coal-mining region of Appalachia.
Moreover, there are major potential errors in measurement of land values
since values are estimated by farmers, and such estimates are often unreli-
able. However, there is no reason to believe that the errors of measurement
are correlated with independent data such as temperature or precipitation.
The major effect of measurement errors will be imprecision of the econo-
metric estimates rather than bias in the estimation of the coefficients or an
ultimate bias in the estimate of the economic value of climate on agriculture.
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The next and crucial stage is to use the climate data in the estimates of
economic value. The geographic distribution of farm value per acre is shown
in Figure 5 and of farm revenues per acre in Figure 6. Both variables are
measured in 1982. The unit of observation is the county. We use estimated
climatic variables along with soil variables and socioeconomic data to esti-
mate the best-value function across different counties. Table 3 shows the
crucial regressions for the second stage. There are 2933 observations.

In order to give a sense of the importance of the non-farm variables
in the model, we begin with a model which contains only climate variables.
The first set of regressions in Table 3 is a quadratic model which includes the
eight measures of climate (four months of precipitation and temperature).
For each variable, a linear and quadratic term are included. This flexible
functional form can reflect the nonlinearities that are apparent from field
studies; the nonlinear terms introduce an appreciably better set of estimates.

In the second set of regressions, we add the balance of the urban, soil
and other environmental variables to include other factors influencing land
values and farm revenues. In these equations, we attempt to control for the
influence that urban development and soils will have upon land values. As
proxies for urban development, we include population density, net migration,
and per capita income. Soil characteristics are measured using the percent
of the land which is flood-prone, the percent of the land which is wetland,
estimated potential for soil erosion, the salinity of the soils, whether soils are
sandy or clay, and the slope length of the land. Other environmental factors
included are solar energy, which is proxied by latitude, and altitude.

The full regression controls for urban development and soils with the
additional included variables. The full specification is therefore more ap-
propriate for estimating the impact of climate on farming, particularly if
the omitted variables are spuriously correlated with land values. On the
other hand, the more limited quadratic regression may be doing a better
job of capturing the entire spectrum of the land rent function by endoge-
nously incorporating non-farm land uses and allowing for the value of land
in non-farm uses.

The results of this analysis are shown in Table 3. The squared terms
for most of the climate variables are significant implying the observed rela-
tionships are nonlinear. However, the squared terms are not all negative as
expected. Some of the squared terms are positive, especially for precipita-
tion. The positive coefficient on the squared term implies that the function
has a minimum value from which it increases in both directions. The ex-
pected negative coefficient implies that there is an optimal value from which
the value function decreases in both directions.
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Table 3. Regression models explaining farm values and revenue.
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Farm Revenue

Farm Value ($/acre) (8/acre/year)
Independent Quadratic Full Full Full Full
Variables 1982 1982 1978 1982 1978
Constant -18417 -2604.9 -5358.7 377.2 -1221.2
(4.98) (0.79) (1.26) (0.46) (1.30)
January temp -36.9 -9.93 28.31 -6.19 -9.93
(4.43) (1.19) (2.68) (3.00) (4.26)
Jan temp sq -0.31 -1.20 -2.41 -0.064 0.071
(1.36) (5.72) (9.03) (1.23) (1.21)
April temp 662 427.9 661.3 79.30 94.04
(7.94) (5.92) (7.24) (4.42) (4.67)
Apr temp sq -7.31 -3.83 -5.78 -0.86 -1.05
(9.41) (5.71) (6.84) (5.16) (5.61)
July temp 393.9 169.4 432.70 -50.36 -16.58
(3.43) (1.76) (3.50) (2.11) (0.61)
July temp sq -3.71 -2.12 -4.36 0.18 -0.03
(4.91) (3.33) (5.35) (1.14) (0.15)
October temp -425.9 -405.82 -827.41 16.92 9.07
(3.40) (3.74) (5.97) (0.63) (0.29)
Oct temp sq 6.82 5.02 9.18 0.21 0.28
(6.28) (5.30) (7.61) (0.90) (1.05)
January rain 102.7 28.6 15.07 42.31 41.84
(3.10) (0.88) (0.36) (5.21) (4.52)
Jan rain sq -0.68 4.13 3.2 -3.56 -4.20
(1.86) (1.44) (0.87) (4.98) (5.12)
April rain 181.6 168.8 146.92 -52.84 -43.01
(2.44) (2.59) (1.77) (3.26) (2.35)
Apr rain sq -10.7 -9.16 6.15 442 3.49
(1.15) (1.11) (0.59) (2.16) (1.51)
July rain -167.7 -330.2 -223.62 -46.42 -36.18
(3.74) (7.42) (3.97) (4.19) (2.91)
July rain sq 19.5 45.6 34.57 7.39 6.01
(3.43) (8.29) (4.98) (5.41) (3.92)
October rain 194.9 -51.1 -176.38 -153.31 -130.48
(2.25) (0.64) (1.72) (7.75) (5.77)
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Table 3. Continued.

Farm Revenue

Farm Value ($/acre) (8/acre/year)

Independent Quadratic Full Full Full Full

Variables 1982 1982 1978 1982 1978

Oct rain sq -39.6 -1.1 6.70 23.41 22.30

(2.62) (0.08) (0.38) (6.89) (5.74)

Income per capita 0.081 0.14 2.21E-3 8.31E-3

(17.70) (20.45) (1.95) (5.38)

Density 1.22 1.21 0.14 0.156

(15.89) (12.30) (7.42) (7.19)

Density sq -1.44E-4 -9.5E-5 1.32E-5 7.49E-6

(4.36) (2.34) (1.60) (0.84)

Latitude -58.8 -101.3 -12.82 -9.50

(3.99) (5.35) (3.50) (2.28)

Altitude -0.212 -0.277 -0.06 -0.061

(7.76) (7.87) (8.92) (7.90)

Migration 1.6E-3 1.05E-3
(1.81) (4.75)

Salinity -523.9 -482.8 -72.82 -102.64

(2.55) (1.84) (1.43) (1.77)

Flood prone -284.2 -568.2 -13.65 0.32

(5.90) (9.21) (1.14) (0.02)

Irrigated 600.1 478.95 198.98 201.96

(11.99) (7.43) (16.97) (14.22)

Wetland -246.2 -249.05 7.24 32.77

(2.02) (1.59) (0.24) (0.95)

Soil erosion -797.2 -1293.9 -168.12 -123.75

(4.24) (5.38) (3.60) (2.33)

Slope length 15.7 26.79 -3.80 -2.69

(2.64) (3.47) (2.56) (1.59)

Sand -209.4 -127.22 16.49 27.87

(4.17) (1.98) (1.32) (1.97)

Clay 114.5 97.87 11.23 8.20

(5.60)  (3.72) (2.21) (1.41)

Adj r? 0.671 0.782 0.779 0.539 0.504

Observations 2933 2933 2939 2933 2939

Notes: Observations weighted by percentage of county land covered by cropland. Values

in parenthesis are t-statistics.
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Table 4. Marginal effects of climate on agriculture.
Farm Value Farm Revenue
Quadratic Full Full Full Full
Month 1082 1982 1978 1982 1978
Temperature ($/degree Fahrenheit)

January -56.8 -85.50 -123.57 -10.24 -5.44

(-6.19) (-9.64) (-10.88) (-4.64) (-2.17)

April -136.1 9.58 29.88 -14.76 -20.09

(-10.75) (0.83) (2.04) (-5.11) (-6.22)

July -168.2 -151.38 -228.75 -23.05 -20.79

(-13.12) (-14.19) (-16.73) (-8.69) (-6.90)

October 350.6 165.42 217.82 41.12 40.77

(19.32) (9.46) (9.68) (9.46) (8.29)

Annual -10.43 -61.87 -104.62 -6.93 -5.56

(-3.38) (-2.46) (-3.25) (-1.11) (0.78)

Precipitation ($/monthly inch)

January 72.9 50.25 32.11 23.63 19.80
(3.17) (2.30) (1.15) (4.34) (3.21) .

April 111.3 108.51 187.35 -23.74 -20.04

(4.06) (4.62) (6.23) (-4.07) (-3.02)

July -24.9 4.18 29.71 7.77 7.83

(-1.81) (0.32) (1.76) (2.37) (2.11)

October -2.9 -56.63 -142.92 -36.31 -19.03

(-0.12) (-2.54) (-4.99) (-6.56) (-3.01)

Annual 39.10 26.58 26.56 -7.16 -2.86

(3.42) (2.58) (2.01) (-2.79) (-0.98)

Notes: Marginal effects are calculated at the U.S. mean climate. The annual effect assumes
uniform changes across all four seasons. The t-statistics are in parenthesis.

The marginal effect of changes in climate on agricultural values show
the estimated impact on agricultural values of a one-degree or one-inch-per
month increase in the climatic normals; those depend upon the season and
the evaluating point. The marginal value for each variable evaluated at the
national mean is presented in Table 4. For example, the full regression in
Table 3 predicts that a one degree increase in monthly January temperature
would reduce farm value by $86 per acre but a one degree increase in October
temperature would increase farm values by $165 per acre.

In the quadratic model, warmer temperatures reduce farm values in
all seasons except autumn. Wetter months increase farm values in winter
and spring but not in summer and autumn. Adding the socioeconomic and
environmental controls alters the seasconal patterns for farm values described
above. Increasing temperatures in April are now beneficial and the benefits
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of warmer autumns are still present but reduced in half. Overall, annual
increases in temperature are more harmful. The effect of precipitation on
farm value changes so that summer rains are now unimportant and autumn
rains are more harmful. The net effect of including controls is to reduce the
benefits of an increase in annual precipitation.

Because marginal effects differ across seasons, overall annual effects will
vary depending upon their seasonal distribution. One scenario is for a uni-
form change across all seasons. In this case, with the quadratic model, a one
degree F increase in temperature results in a $10 decrease in farm value per
acre. With the full model, a one degree F warming lowers average farm val-
ues by $62 per acre. An annual increase of one inch of precipitation spread
uniformly across all seasons, according to the quadratic model, would in-
crease property values by $39 per acre. Including control variables changes
the net precipitation effect to an increase of only $27 per acre.

Without the full set of control variables, temperature changes have rel-
atively little impact on farm value as compared to precipitation. When the
non-farm controls are added, the losses from higher temperatures become
from five to seven times as large, whereas the gain from increased precipi-
tation is reduced by almost a third. One interpretation of these results is
that the control variables eliminate both the potential for non-farm adap-
tation and the role of potentially spurious non-farm influences which are
spatially correlated with climate. These non-farm influences place a higher
value on warmer temperatures (the South) and wetter settings (the Coast),
thus lowering the estimated damages from temperature but raising the gains
from rains. By controlling these unwanted effects, the full model may more
accurately describe the impacts on agriculture; at the same time, the equa-
tions without controls may capture non-agricultural adjustments of the kind
illustrated in Figure 1.

The control variables in Table 3 provide a rich set of results in and of
themselves. It is clear that economic variables play a role in determining
both the value of farms and their current annual gross revenues. Farm val-
ues are higher in denser, growing, and wealthier counties presumably because
of higher local demand for food and the potential for conversion of land to
non-farm uses. Farm values also respond as expected to other environmen-
tal factors such as solar flux (latitude) and altitude. Salinity, likelihood of
flooding, wetlands, and soil erosion all act negatively as expected. Irrigation
increases the value of land by a substantial amount according to the model;
this is not surprising given the importance of irrigation in many areas in the
arid West. Slope length was slightly beneficial to land values but reduced
farm revenues; long gradual slopes apparently have mixed effects.
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Table 5 shows the estimated best and worst climate parameters accord-
ing to the full model in Table 3. In these, we simply solve for the extremum
of the quadratic function in temperature and precipitation. These results
have relatively low reliability because of a variety of specification errors and
the potential for dependence of some of the independent variables (such as
salinity) on climatic variables. Nevertheless, they provide some interesting
information especially concerning January and October. The optimal Jan-
uary temperature is colder than the average U.S. temperature by a significant
margin, reflecting the value of cold weather in killing pests. Second, Jan-
uary rain is clearly beneficial, perhaps because it contributes to soil moisture
without requiring clouds during the growing season. The farm value column
of Table 5 also reveals the value of a warm dry October, shown by the opti-
mal precipitation being zero and the minimum temperature being a cool 40
degrees.

One hypothesis suggested in the theory section is that the impacts of
environmental effects would be exaggerated by a gross revenue model. We
explore this hypothesis in Tables 3 and 4 by regressing the same climate
and control variables on crop gross revenue. The marginal effects in Table
3 for the farm revenue model suggest similar seasonal patterns as the farm
value equation except that April rain and warmth is clearly bad in the gross
revenue equation. The net effect of either an additional degree F or an
additional inch of rain using the full model is $7/year of reduced revenue.
Assuming a 5% real interest rate, these annual effects suggest a loss in present
value of $140/acre. In contrast, the property value study suggests only a $62
loss for warmer temperatures and a $27 gain for more precipitation.

One concern with the Ricardian approach to climate effects is that the
results may not be robust over time but rather the result of a special condi-
tion of the year estimated. We consequently estimate the model again using
data from 1978. These values have been converted to 1982 dollars using
the GNP deflator obtained from the 1991 Economic Report of the Presi-
dent. The 1978 results are surprisingly similar to the findings using the 1982
data. The control variables have similar impacts in both years. The climate
coeflicients also have similar signs in both 1978 and 1982. Evaluating the
marginal effects of climate in 1978 at the national mean and comparing the
results with 1982 shows that the climate variables for each season are larger
in 1978 than in 1982. For example, October rains are more damaging and
other season rains are more beneficial in 1978. These differences cancel out
so that the annual marginal precipitation effects are almost identical in 1978
and 1982. The marginal temperature effects in each season are also larger
in 1978 than in 1982 but, in this case, annual impacts are also larger in
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Table 5. Best and worst climates for agriculture.
Best or (Worst) Temperature (Fahrenheit)

Farm Value Farm Revenue Actual
Month 1982 1978 1982 1978  Temperature
January 4.1 ' 586 -48.26 (69.52) 315
April 55.8 57.17 46.03 44.98 54.6
July 40.0 49.59  (139.78) -298.0 75.8
October (40.4) (45.05)  (-39.80) (-16.29) 56.9

Best or (Worst) Precipitation (inches/month)

Farm Value Farm Revenue Actual
Month 1982 1978 1982 1978  Precipitation
January (0) (0) 5.94 4.98 2.6
April 9.21 (0) (5.98) (6.16) 3.3
July (3.62)  (3.23)  (3.14) (3.01) 3.7
October 0 (13.17) (3.27) (2.92) 2.5

The actual temperature and precipitation measure the U.S. average value. Values in
parentheses report worst levels.

1978. The pattern of climate effects on agriculture is stable over time but
apparently some factors can alter the magnitude of the effects from year to
year.

The predicted overall effects from the existing climate across the United
States are shown in Figures 7 through 10. Figures 7 and 8 are probably the
most important summary of the results. These maps show the Ricardian
values of climate by county in 1978 and 1982. To construct each map, we
begin with the difference between the estimated climate for each county
and the national average climate. We then multiply this climatic difference
variable times the estimated coefficients for each climatic variables in Table 2.
Figures 7 and 8 then show the estimated contribution of climate to the farm
land value in each county. The results are both surprising and interesting.

Beginning with the economic “hot spots,” we see that are areas of high
value along the northwestern coastal region — basically due to the moist
and temperate climates in these regions. In addition, the grain belt west of
Chicago shows up as a hot spot of high Ricardian climate values. The other
area that stands out is the area of low climatic values along the southwest
border regions. (Note that these estimates use the national average irriga-
tion rather than actual irrigation values.) For the most part these have little
agriculture, although irrigation raises production and farm revenues consid-
erably as can be seen in Figure 6. Figure 8 represents the identical map as
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Figure 7. Climatic effects on farm value in 1982.
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Figure 8. Climatic effects on farm value in 1978.
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Figure 7 except that the analysis is based on 1978 data. Both models show
almost identical geographic patterns. It would appear from this comparison
that the results are quite stable.

Figures 9 and 10 separate out the Ricardian values of precipitation and
temperature on farm values for 1982. The precipitation effect is quite reveal-
ing. There are significant positive effects of precipitation along the northwest
coast and along the Gulf of Mexico coast. Negative effects are found roughly
west of the 100th meridian and very strongly in the desert southwest.

The temperature effect is strongly positive in the midwest, with its com-
bination of warm but not hot summers and cold winters. Negative effects
of hot temperature are not surprisingly found along the southern border re-
gion, particularly in the southwest. Apparently, one must move significantly
north into Canada before corresponding negative cold effects can be seen on
the map.

4. Conclusion

In this study, we examine the impact of climate on economic activity focusing
on the agricultural sector. According to economic theory, the economic value
of site-specific characteristics will be reflected in the land rents and will be
discounted in land values of the site. We denote the effects on land rents as
being Ricardian to capture the mechanism by which land markets capture
the economic value of climate and other variables. More generally, in the
presence of a competitive land market, differences in rents or land value
across space and time can serve as an accurate measure of environmental
impacts.

The use of the Ricardian technique allows an entirely different approach
to the evaluation of the impact of climate and climate change from conven-
tional techniques. Relying on land rents and values has the important ad-
vantage of incorporating the effects of adaptation in the economy - changes
in techniques of production or the output mix by firms. By contrast, con-
ventional estimates that rely upon changes in yield or output — an approach
we call the “production-function approach” — will tend to overestimate en-
vironmental damages.

This new methodology is applied to measure the effect of climate on
agriculture. Examining counties across the United States, the effects of
temperature, precipitation, and other factors on farm value and farm revenue
are estimated. Climate and especially temperature clearly affect agriculture
revenues and land values. Warming is generally harmful to farm values
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except in the fall where it helps with drying and harvesting crops. However,
this fall effect is quantitatively extremely large, so it may actually offset the
damaging effects of warming in other seasons. Additional precipitation is
generally beneficial to farms, again except in the fall and possibly in summer
where it may be associated with low levels of sunshine. Interestingly, we find
that precipitation in winter is just as valuable as the legendary spring rains.

The study is of interest for understanding the impact of climate on
agriculture as well as the extent to which different approaches can overstate
the impacts of climate change or underestimate the force of adaptation. In
addition, the analysis can provide alternative estimates of the impacts of
global warming upon American agriculture. The precise impact of global
warming on agriculture is a topic that will be pursued in detail in future
research.
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Appendix A. Definition of Major Variables Used in this Study

Variable

Definition

Constant
January temp

Jan temp sq
April temp

Apr temp sq
July temp

July temp sq
October temp

Oct temp sq
January rain

Jan rain sq
April rain

Apr rain sq
July rain

July rain sq
October rain

Oct rain sq

Income per capita

Density
Density sq
Latitude
Altitude
Migration

Salinity

Flood prone
Irrigated

Wetland

Soil erosion
Slope length
Wind erosion
Farm value

Farm revenue

A term equal to one

Normal daily mean temperature from 1951-1980 in the
month of January, Fahrenheit

January temp squared

Normal daily mean temperature from 1951-1980 in the
month of April, Fahrenheit

April temp squared

Normal daily mean temperature from 1951-1980 in the month
of July, Fahrenheit

July temp squared

Normal daily mean temperature from 1951-1980 in the
month of October, Fahrenheit

October temp squared

Normal precipitation from 1951-1980 in the month of
January, inches

January rain squared

Normal precipitation from 1951-1980 in the month of
April, inches

April rain squared

Normal precipitation from 1951-1980 in the month of
July, inches

July rain squared

Normal precipitation from 1951-1980 in the month of
October, inches

October rain squared

Annual personal income per person in the county, 1984
Resident population per square mile, 1980

Density squared

Latitude measured in degrees from southern most point in U.S.
Height from sea level in feet

Net of incoming people minus outgoing people from 1980
to 1986 for the county

Percent of land which needs special treatment because of
salt/alkaline in the soils

Percent of land which is prone to flooding

Percent of land where irrigation provides at least 50%

of water needs

Percent of land considered wetland

K factor-soil erodibility factor in hundredths of inches
Number of feet length of slope (not steepness)

Measure of wind erosion in hundredths of inches
Estimate of the current market value of farm land
including buildings for the county expressed in dollars per acre,
1982

Gross revenue from crops sold in 1982 for the county

in dollars per acre
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Appendix B. Data on farms and value of land and buildings®

The data on farms and on farm land values is central to this study. This
appendix describes the definition and sources of the data. The current defi-
nition of a farm, first used for the 1974 Census of Agriculture final reports,
is any place from which $1,000 or more of agricultural products were sold or
normally would have been sold during the census year.

Land in farms is an operating-unit concept and includes land owned
and operated as well as land rented from others. The acreage designated
as “land in farms” consists primarily of agricultural land used for crops,
pasture, or grazing. It also includes woodland and wasteland not actually
under cultivation or used for pasture or grazing, provided it was part of the
farm operator’s total operation.

The land is defined to lie in the operator’s principal county, that is, the
county where the largest value of agricultural products was raised or pro-
duced. Irrigated land includes land watered by any artificial or controlled
means, such as sprinklers, furrows or ditches, and spreader dikes. Cropland
includes land from which crops were harvested or hay was cut, land in or-
chards, citrus groves, vineyards, nurseries, and greenhouses, land used only
for pasture or grazing that could have been used for crops without additional
improvement, and all land planted in crops that were grazed before the crops
reached maturity. Also included were all cropland used for rotation pasture
and land in government diversion programs that were pastured.

Respondents were asked to report their estimate of the current market
value of land and buildings owned, rented, or leased from others, and rented
or leased to others. Market value refers to the respondent’s estimate of what
the land and buildings would sell for under current market conditions. If
the value of land and buildings was not reported, it was estimated during
processing by using the average value of land and buildings from a similar
farm in the same geographic area.

The value of products sold by farms represents the gross market value
before taxes and production expenses of all agricultural products sold or
removed from the place regardless of who received the payment. In addition,
it includes the loan value received in 1982 for placing commodities in the
Commodity Credit Corporation loan program.

5This description is drawn from the City and County Data Book, and the underlying
data is from U.S. Bureau of the Census, 1982 Census of Agriculture.







The Implications of Non-linearities in
Global Warming Damage Costs

Stephen C. Peck
Electric Power Research Institute
Palo Alto, CA, USA

The possibility of global warming due to greenhouse gas emissions presents
a difficult policy problem because of the tremendous uncertainties involved.
Both the costs and benefits of controlling greenhouse gases are uncertain.

A model called Carbon Emissions Trajectory Assessment (CETA) has
been constructed by Thomas Teisberg and Stephen Peck (Peck and Teisberg,
1992). CETA is a world growth model representing energy technologies and
resources, the conversion of capital, labor and energy inputs into output,
the emissions and accumulation of greenhouse gases (particularly carbon
dioxide), the increase in global temperature and the consequent warming
damage and, finally, the optimal split of output (after subtracting energy
and warming damage costs) into consumption and investment.

The base case of CETA shows worldwide emissions of CO2 (measured as
carbon) rising relatively slowly from today’s level of 6 billion tons per year
to 12 billion tons annually in 2030, then declining somewhat as the oil and
gas resource base is exhausted and as non-carbon based fuels replace carbon-
based fuels in the electric sector. Between 2040 and 2100, carbon dioxide
emissions accelerate as carbon intensive synthetic fuels replace oil and gas
use in the non-electric sector. In 2100 carbon dioxide emissions are projected
to be about 45 billion tons (as carbon) annually. Finally, emissions begin
to decline after 2100 when the coal resource base starts to be exhausted.
Extensive sensitivity testing has shown that optimal emissions of carbon
dioxide are remarkably insensitive to changes in most parameter values up
to 2030, but quite sensitive to a subset of parameter variations in 2100 and
beyond.

One key uncertainty on the benefits side of CETA is the relationship
between climate change and resulting damages (i.e., costs of impacts and
of adaptations undertaken to reduce impacts). In particular we have found
(Peck and Teisberg, 1993) that the optimal emissions policy is much more
sensitive to the degree of non-linearity in damages than it is to the level
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of damages (at a specified temperature increase). We interpret the non-
linearity of the damage function to be related to the notion of a threshold
for damages.

We have made some simple value of information calculations designed
to measure the benefits of accelerating the resolution of uncertainty by one
hundred years. Given the sensitivity results reported above, it is not sur-
prising that we found that the value of information about damage function
non-linearity is about five times larger than the value of information about
the damage function level.

Finally, we have explored the implications of damage function non-
linearity for the value of information about a key climate response parameter
— the equilibrium temperature increase per CO; doubling or “warming rate”.
We valued information about the warming rate for three alternative main-
tained assumptions about the warming damage function — that it is linear,
quadratic, or cubic. We found that the value of information about warm-
ing rate is much higher if the damage function exhibits highly non-linear
response to temperature change. Specifically, the value of information is
about two orders of magnitude greater if the damage function is cubic than
if it is linear. Thus the value of resolving other global warming uncertainties
was shown to be importantly affected by the degree of non-linearity in the
damage function.

References
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What Do Global Models Tell Us About the
Carbon Taxes Required and the Economic Costs
Entailed in Reducing CO; Emissions?

Andrew Dean’
Organisation for Economic Cooperation and Development (OECD)
Paris, France

1. Introduction

Ever since global warming came to the top of international agenda a few years
ago, scientists have been intensively engaged in trying to establish the facts
of climate change while economists have been trying to establish values for
the damages that might be entailed and the costs for slowing climate change.
The emphasis of the economic work has tended to be more on costs than on
benefits (the damage avoided), perhaps because the costs of policies to slow
climate change have always looked easier to gauge than the very uncertain
costs to economic activity of changes in climate. In reality, both sides of the
account are subject to enormous margins of uncertainty, as the scientists
make clear, but the economist typically takes short cuts in moving toward
quantification. Typically, the economist will not be concerned with scientific
uncertainties but will start his research with assumptions or model estimates
of future greenhouse gas emissions and then set out his calculations on the
basis of some notional reduction in emissions. There may be uncertainties
concerning the carbon taxes required to achieve these reductions, but these
are easily identified in a modeling environment and can be examined by
using sensitivity analysis. In general, the scientific uncertainties are ignored
and the focus is put on modeling uncertainties.

Differences between models arise from many different sources — model
structures, calibration (parameter estimates), time horizons, degree of sec-
toral disaggregation, key baseline assumptions, and types of reduction sce-
narios. Because of these differences, it was usually not possible to compare
like with like across the different studies. Following some initial survey work

1The views expressed are those of the author and should not be attributed to the
QECD. The author is grateful to Peter Hoeller, Jackie Gardel and other colleagues at
OECD for their help in preparing this paper. Fuller detail on the results of the OECD
mode] comparisons project are referenced in Dear and Hoeller (1992); OECD (1993).

213




214

of the different estimates where such problems were immediately apparent,?
two different projects were launched to get some standardization of assump-
tions and the type of reduction scenario in order to be able to make better
comparisons of results. The first project was organized by the Energy Mod-
elling Forum (EMF12) of Stanford University.® They specified assumptions
on growth rates, population, the resource base and oil prices. These as-
sumptions were also used in the second project that was organized by the
Economics Department at the OECD and reported here. The OECD project
proceeded in close cooperation with the more comprehensive EMF12 exer-
cise. While EMF12 included many U.S. national models and much energy
detail, the OECD work focused more on global models and macroeconomic
costs. The remainder of this paper reviews these global models and its
results.*

2. An Overview of the Participating Models

The major features of the six global models participating in the OECD
project are given in Table 1. The differences in model type heavily influence
the sort of comparisons that can be considered here and, in spite of the stan-
dardization of baseline inputs and scenario design, limit the degree to which
results are comparable. The various dimensions in which the comparisons
are constrained is explored below by referring to some of the salient features
of the models.

Model type. There is one comparative-static general equilibrium model, the
Whalley-Wigle model (WW) which is used to generate results for the pe-
riod 1990-2100. It is in the nature of such models that they cannot give
dynamic paths so that the results cannot therefore be presented alongside

?Hoeller et al. (1991) which was first circulated in mid-1990, covered a wide range of
both global and national models, comparing emission paths, taxes and costs. Since then,
Barrett (1991}, Boero et al. (1991), Cline (1991) and Nordhaus (1991) have provided
surveys of the cost of reducing emissions. All these surveys are excellent overview papers
which try to cover different topics: the paper by Cline (1991) explains five global models
and results in detail; Boero et al. (1991) focus on differences in model outcomes and
their causes; Barrett (1991) discusses the issues surrounding the potential use of economic
instruments to respond to global warming; and Nordhaus (1991) reviews cost estimates
for reducing CO2 and CFC emissions as well as the cost of reforestation.

3See Energy Modelling Forum (1993) and also the paper by John Weyant presented at
this meeting.

*More detail is given in Dean and Hoeller (1992), while the full set of project papers
can be found in OECD (1993).
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the time-paths of the results for the five other models. The IEA model is
an econometrically-estimated partial equilibrium model of the energy sector
but it takes no account of economic feedbacks from the energy sectors to the
aggregate economy; results can therefore only be given for carbon taxes and
not for GDP effects. The remaining four models — Edmonds-Reilly (ERM),
Global 2100 by Manne-Richels (MR), the Carbon Rights Trade Model by
Rutherford (CRTM) and the OECD model (GREEN) — are all dynamic mod-
els of a partial or general equilibrium type with differing degrees of sectoral
and energy detail.

Time horizon. Four of the models have a long-term horizon that extends to
the end of the next century — CRTM, ERM, MR and WW - although results
for the latter for the period 1990-2100 are given as 1990 discounted present
values. The other models have shorter time horizons — 2050 for GREEN and
2005 for the IEA.

Regions. The regional breakdown of the different models does not always
correspond to the breakdown specified for the project. The breakdown re-
quested - United States, other OECD, China, the former Soviet Union and
the Rest of the World (RoW) - is based on MR and is thus also available
for CRTM. GREEN can also comply with the five-way breakdown. Regional
comparisons are less valid for ERM and the IEA (which is also incomplete,
excluding the non-OECD) and most problematic (in the context of this ex-
ercise) for WW.

Fuel sources. The GREEN and WW models have less energy detail than the
other four models. However, WW is the most rudimentary, having only a
composite fossil fuel and one non-fossil fuel. This means that inter-fossil fuel
substitution — which is important in most models until well into the next
century — is not feasible in WW, an important factor to bear in mind when
considering the costs of reducing CO, emissions. For the other models, the
substitution between fuels with different carbon intensities is an important
part of both baseline emission paths and reduction scenarios.

Backstop technologies. There are no backstop technologies in WW and ERM,
an omission which is critical to the results since there is no effective ceiling
to the carbon tax. The IEA model also has much technological detail, but
backstops are much less important over the short time horizon up to 2005. In
contrast, MR, CRTM and GREEN have backstop technologies which limit
the carbon tax and hence the cost of emission reductions.
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Data sources. In addition to the above “structural” differences in the six
models, there are also significant variations in base-year data. These arise
from differences in data requirements for the different models, definitional
differences, different starting points (involving different exchange rates, base-
year prices and so on) and a significant amount of estimation to get a coher-
ent 1990 starting point. The most important difference, because it influences
the business-as-usual (BaU) emissions and the reduction scenario results, is
the difference in baseline energy prices. Since substitution among fuels is
largely price-induced, differences in relative energy prices can lead to con-
siderable differences in fuel composition, and hence emissions, in the BaU
scenario. In the reduction scenarios, with carbon taxes being based on ab-
solute amounts of dollars per unit of carbon embodied in different fuels, the
relative energy price differences both within and across the models are even
more important in leading to differences in results. Baseline price differ-
ences are especially important for China and the former Soviet Union since
the very large energy subsidies in these regions are not taken into account
in all of the models.

3. The Specification of the OECD
Model Comparisons Project

Standardization across models was carried out in two key ways; (i) speci-
fying a few key economic assumptions for the baseline or BaU scenario of
unconstrained CO2 emissions growth, and (ii) specifying a set of common
simulations for reducing CO, emissions.

Business-as-usual (BalU) emissions; key assumptions

Modelers were asked to assume the growth paths for real GDP and popula-
tion agreed for the parallel project of the Energy Modelling Forum at Stan-
ford University as well as a common resource base and oil price assumption.
The key assumptions are:

(i) population rises from 5.3 billion in 1990 to 9.5 billion in 2050 and to 10.4
billion by 2100, by which time it is hardly growing at all (World Bank
projections); nearly all of the growth is in China and other developing
countries;

(ii) output growth slows down throughout the next century — from 2.5 percent
per annum in the 1990s in OECD countries to only one percent by 2100,
and from 4 percent to less than 3 percent in developing countries;
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(i) oil prices are set exogenously at $26 per barrel in 1990 rising by $6 per
decade in real terms to reach $50 in 2030, being unchanged thereafter.

Reduction scenarios

Three of the scenarios are specified in terms of reductions (from the BaU
emission path) in the growth rate of emissions for each region — by 1, 2 and
3 percentage points per annum, respectively. In this way, the amount of
the reduction, in percentage terms, will be similar across models, although
the starting points (baseline) and destination will vary. Using this method
implies that most of the differences between models can be ascribed to model
structures rather than being a hybrid, representing both different model
structures and different degrees of reduction — as in target level exercises.
The fourth scenario is a stabilization of emissions at 1990 levels in each
region. This would be most stringent for those regions, such as China and
RoW, where BaU emission growth is most rapid, and least stringent for the
OECD.

The emission reduction scenarios are applied to all regions, even though
the baseline emission growth varies significantly. These reductions are in no
way a recommendation or proposal. Uniform reductions in all regions have
been suggested for purely expositional reasons and considerations of equity,
and political feasibility have been ignored. Clearly, the 3 percent scenario
would be regarded as extreme, although it is relatively close to the IPCC
scenario for stabilizing concentrations by the middle of the next century. The
one percent scenario would represent an approximate stabilization of OECD
emissions and perhaps those in the former Soviet Union too — although this
varies across the different baselines — while still permitting a relatively rapid
growth of emissions elsewhere. The 2 percent scenario, on the other hand,
would require absolute cuts in emissions in the OECD and the former Soviet
Union and allow some continued, albeit very low growth elsewhere. The
policy instrument used to achieve these emission curbs is a carbon tax, i.e.,
a tax levied on the carbon content of primary energy sources.

4, “Business-as-Usual” Emission Paths

Even with a standardization of assumptions on growth, population and re-
sources, the BaU emission paths vary greatly across the models. World
emissions grow more rapidly over the short to medium-term in GREEN and
IEA than in the other models (Figure 1 and Table 2). ERM shows the
slowest emission growth. The emissions in GREEN are growing by up to
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one-half percent per annum faster than in ERM, despite the assumption
of the same autonomous energy efficiency improvement of one percent per
annum. Hence, a gap of over 1.5 billion tons of carbon opens up by 2020
between the top and bottom of the range of models, the 10.8 billion tons of
GREEN and the 8.2 billion tons of ERM (Table 2).

The divergent emission paths for the earlier period open up much far-
ther in later years, so that world emission projections for the year 2100 are
almost a magnitude of two different (Figure 1). Of course what may look
to be relatively small differences in annual growth rates of CO; emissions
compound over a century into significant differences in terms of levels (Table
2). The average growth rate of emissions over the entire period of 1990-2100
is 1.3 percent in ERM, 1.6 percent in CRTM and 1.7 percent in MR. But the
spread between the lowest and highest emissions in 2100 — 22.5 billion tons
of carbon in ERM and 39.5 billion tons in MR - is quite startling. WW has a
point estimate for 2100 of 65.5 billion tons (and an average growth through-
out the period of 2.3 percent), but this seems to reflect both an extremely
pessimistic assessment of no autonomous energy efficiency improvements and
the lack of substitution possibilities imposed by the two-fuel structure of the
model. All of the model estimates are nevertheless above the new IPCC
reference case (in the 1992 IPCC Supplement work) of 19.8 billion tons of
carbon in 2100. However, five other scenarios are now given by the IPCC,
ranging from 4.6 billion tons (alow population, lower growth, and low oil and
gas availability scenario) to 34.9 billion tons (with more rapid improvement
of GNP per capita, a nuclear phase-out and plentiful fossil resources).

The importance of the autonomous energy efficiency parameter (AEEI)
in contributing to the large differences in emissions has been revealed by some
sensitivity testing (as shown in Table 2). In an alternative BaU scenario,
using ERM but reducing AEEI from one percent per annum to one-half per
cent in all regions (roughly the MR assumption), world emissions rise from
the previous 22.5 billion tons to around 42 billion tons by the end of the next
century, much in line with the MR results (although there are some offsetting
factors that lie behind these rather close results). A similar exercise with
MR, this time increasing its AEEI to one percent per annum in all regions,
leads to emissions in 2100 of 26 billion tons, much closer to the standard
ERM result of 22.5 billion tons.

The wide range of estimates for BaU emissions through the end of the
next century contrasts rather starkly with the precise numbers set out in the
1990 report by the Intergovernmental Panel on Climate Change (IPCC).
However, the IPCC now presents a variety of scenarios with a very wide
range of 2100 emissions (IPCC 1992 Supplement). Clearly, a high degree of
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Figure 1. Worldwide BaU CO; emissions.
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uncertainty attaches to all of these numbers and this of course complicates
the task of looking at the cost of reaching specific targets set in terms of CO,
emission levels. This is one reason why the current comparisons project has
been focused mostly on reductions in the growth rates of emissions rather
than on target levels.

5. Analysis of the Reduction Scenarios

What are the carbon tazes required?

The carbon taxes required to reduce world CO, emissions to certain levels
in terms of billions of tons of carbon are set out in Figure 2 in a series of
marginal tax curves for the years 2000, 2020, 2050 and 2100. Each curve plots
out for each model the results of cutting the growth rate of CO; emissions in
each region by 1, 2 and 3 percentage points plus the scenario for stabilization
of emissions at 1990 levels (about 6 billion tons). These global tax curves
are an emission-weighted average of regional tax curves. Note that the BaU
starting points, i.e., the emissions at a zero carbon tax (along the horizontal
axis), vary significantly by the later periods, as discussed in the previous
section. The main conclusions stemming from the tax curves shown in Figure
2 are the following:

e The curvature indicates the need for increasing marginal tax increments
per unit of reduction in carbon emitted. There are diminishing marginal
returns to the tax as cheaper options to reduce emissions are taken first,
but it becomes increasingly more difficult to substitute for or economize
on fossil fuels. Furthermore, squeezing out the very last units of carbon
would entail very high carbon taxes, the world average tax being more
than $500 per ton (equivalent to $60 on a barrel of oil) in both 2050 and
2100.

e In the earlier periods (2000 and 2020) the model results for the world
tax curves line up reasonably together, but this is no longer the case
(noting also the change in scales in Figure 2) once deep cuts are being
made in the later years (2050 and 2100). This is because there are no
backstop technologies (unlimited supplies of new, but more expensive,
carbon-free fuels) in ERM so that there is no limit to the rise in the tax.
Hence, already by 2050, ERM has taxes which rise beyond $1,000 a ton,
and these taxes rise to above $2,000 a ton by 2100. The backstops act
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to limit the rise in the required tax in CRTM, MR and GREEN because
switching to new technologies is induced by higher carbon taxes.®

What are the costs involved?

The average economic costs for reducing emissions are closely related to
the level of carbon taxes required to ensure the reductions, although there
is no simple one-to-one link as many factors come into play. The best cost
measure to focus on would be some measure of economic welfare,® such as the
Hicksian equivalent variation’ that is computed by GREEN and WW. This
is not, however, available for any other models which give results only for
production-side measures such as GDP. Although GDP is a familiar measure
of output, it is only a partial indicator of welfare, failing to take into account,
inter alia, changes in the terms of trade (which can be especially important
for oil-producing countries) and the consumption losses due to the tax. The
GDP losses across models are shown in a series of abatement cost curves
in Figure 3, with world losses being plotted against reductions in terms of
billions of tons of carbon for four snapshot years, in the same way as with
the corresponding tax curves in Figure 2.

The initial GDP costs in 2000 lie between one and 3 percent of GDP
in the case of the fastest cut in emissions (3 percentage points per annum)
while the costs in the 2 percent case are perhaps half or less. This reflects
the upward curvature of the tax curves, indicating again that the speed of
adjustment is itself important. By 2020 the range of GDP losses for the
largest cuts (3 percent reduction case) is from 3 to 6 per cent of GDP and
by 2100 the range is 4 to 8 percent. The greatest loss is shown by ERM,

%In CRTM and MR, backstop technologies restrict the tax to just over $200 per ton in
all regions except for the former Soviet Union, the latter exception means that the average
world tax in these models is still rising steeply in 2100 for continuing emission cuts. In
GREEN, the tax level at which the switch to backstop technologies occurs depends on the
initial starting point for the prices of different fuels. This is particularly important for the
non-OECD regions because initial energy prices are often far below world prices, so that
much higher taxes than in the OECD regions are needed before the backstop technologies
become competitive.

Tn the context of this modeling project, which focunses on the costs of policies to slow
climate change and ignores the benefits (the damage avoided), the welfare being measured
refers only to the cost side; if, in addition, one took into account the benefits, then one
would have an overall measure of the welfare effects of policy change and could then judge
the optimal level of abatement.

"The Hicksian equivalent variation is the increase in income that a consumer would
need before the imposition of a carbon tax to allow him to reach the welfare level actually
attained after the change in policy.
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Note: The scales on the different panels are not standardised.
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reflecting both the highest tax (Figure 2) and also a fairly rigid link between
energy prices and GDP that even the authors tend to doubt (Barns et al.,
1992).

6. Stabilization of Emissions

The stabilization scenario has an entirely different character from the other
reduction scenarios. Stabilization of emissions at 1990 levels is an abso-
lute target and hence the required carbon taxes and its associated costs are
strongly dependent on the BaU emissions. In principle the results could
indeed be inferred from the analysis of the BaU scenarios in Section 4 and
from the reduction scenarios given above, with large reductions (similar to
the 2 or 3 percent case) being required in most models for China and RoW in
order to stabilize emissions and smaller reductions (similar to the 1 percent
case) being required for the OECD regions and the former Soviet Union. As
can be seen from the BaU scenarios (Figure 1) the size of cuts to achieve
stabilization will have to be greatest for WW and then for GREEN and the
IEA while the smallest cuts will be for ERM. In comparing the models, it is
necessary to consider the different BaU paths and hence the size of the cuts.

The interest of the stabilization scenario is that the climate change con-
vention signed in Rio in June 1992 incorporated the goal for developed coun-
tries in stabilizing all greenhouse gas emissions at 1990 levels. This was not a
firm undertaking, but much of the discussions in international negotiations
preceding the signing revolved around a stabilization objective. It is not
clear, however, that the degree of uncertainty over both the BaU emission
paths themselves and the costs involved in reining CO, emissions to 1990
levels has been fully recognized.

The main results for these scenarios are presented in Figures 4 and 5.
Several general features stand out, as follows:

(i) The carbon tax for the OECD regions is highest in the IEA model and
lowest for GREEN from 2010 onwards. The IEA result is as expected;
baseline emission growth is relatively fast and the reduction scenarios
indicate higher taxes than elsewhere for any particular reduction. The
ERM result, in the middle of the pack, is also not surprising; the required
tax was higher in the out years than for others, but baseline emission
growth is much slower. The relatively low tax in GREEN is related to
two factors: first, BaU emission growth for the OECD regions in GREEN
is relatively low, even though world emissions are growing much faster
than in the other models and, second, backstop technologies start to
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Figure 4. Carbon taxes in the stabilization scenario.
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become important in GREEN as from 2010, given both the assumptions
on cost and the differences in base year relative energy prices across
OECD countries. The CRTM and MR results lie between the extremes
but are rather volatile before settling down at the backstop-related tax
($208 per ton) in the second half of the next century.

(ii) For non-OECD regions, a major feature is the erratic tax paths, espe-
cially for CRTM and MR in the case of the former Soviet Union and, to
a lesser extent, for China. For the former Soviet Union, this is related to
the slowing and then absolute fall in BaU emissions growth in the first
half of the next century; for China it is related to backstop prices and
the move to an equilibrium tax of $208 per ton of carbon by 2080. The
GREEN and ERM tax curves are rather smoother and indeed rather
close in the case of China, though the ERM tax climbs steeply in typical
fashion.

(iii) The GDP costs associated with the stabilization scenario are relatively
small in the case of the OECD regions and the former Soviet Union but
very large in the case of China and RoW. These costs in general mirror
rather closely the required tax rates. The taxes and costs are so much
higher for China and RoW because the BaU emissions growth is so rapid
and therefore the necessary cut-backs so large. The political reality, of
course, is that these regions would not accept a stabilization target, at
least not without massive compensating transfers from other countries.

(iv) Backstop technologies, in CRTM, GREEN and MR, put a limit on the
carbon tax and GDP losses incurred in stabilizing emissions, although
not for the former Soviet Union where emissions growth is anyway rather
modest.

7. Cost-Effective Reductions in Emissions

The range of taxes and abatement costs across regions in the different reduc-
tion scenarios suggests the potential for savings in the global cost of reducing
emissions. If, at the margin, it is more expensive (as reflected in the carbon
tax rates) for one region to achieve the reduction objective than another, then
it is in principle possible to achieve a mutually-beneficial redistribution of
the emission reductions between regions. To achieve a globally cost-effective
reduction in emissions, the marginal costs of abatement, as reflected in the
regional carbon taxes, should be equated across regions. All the models in-
dicate that equi-proportionate cuts in emissions are incompatible with this
condition. A system of emission trading between countries or regions or a
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global carbon tax would allow cuts in emissions to be concentrated where
abatement is cheapest. Emissions trading, for instance, if feasible, would
allow for a more efficient distribution of emission reductions across region by
letting the countries trade emission rights to the point where carbon taxes
were the same in all countries. A global carbon tax would also lead to the
marginal cost for reducing emissions being equal for all countries.

Three of the models in the comparison project (ERM, GREEN and MR)
have carried out an emissions-trading scenario. The results for emissions
trading for 2020, 2050 and 2100 in the case of the 2 percent scenario are
shown in Table 3. The largest gain is for GREEN; with larger cuts in the
regions where abatement is cheapest and smaller reductions elsewhere, the
global output loss halves from 2 percent to one percent of GDP in 2020.
All of the models point to gains from this type of emissions trading (Table
3). However, the gains are less in the models with a smaller dispersion in
carbon taxes in the no-trade case, for instance ERM and MR. Furthermore,
the dispersion of taxes narrows with time as backstop technologies come into
play so that the gains from emissions trading diminish correspondingly. This
can be seen from the GREEN results for 2050 where the gain from trading
is less than in 2020. The sums involved in emissions trading are significant.
In 2050, they range from $200 billion in GREEN to over $400 billion in MR,
but the revenues fall off thereafter in MR as the backstops reduce the tax
dispersion and hence the potential gains from trade. This underlines again
the critical importance of the assumptions on backstop technologies for all
aspects in assessing taxes and costs, including the gains from cost-effective
agreements.

8. Summary and Conclusions

The major findings of the project are as follows:

1. There is a wide range of “business-as-usual” emission paths with world-
wide carbon emissions in 2100 lying between 223 billion tons and 40
billion tons; these numbers are all above the IPCC’s 1992 reference case
(20 billion tons in 2100), although the IPCC also gives a wide spread for
alternative scenarios.

2. Such a wide range of emissions, even with standardization of population
and output assumptions, points to a considerable unresolved uncertainty
about future emissions.

3. A factor identified as being particularly important in determining emis-
sions is the rate of autonomous energy efficiency improvement which
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Table 3. Cost differences for emission trading. Numbers refer to a 2 per-
centage point reduction in emissions from the baseline and are global aggre-
gates.

ERM* GREEN MR
Tax GDP Tax GDP Tax GDP
(3/tC)  loss (%) ($/tC) loss (%)  ($/tC)  losst
2020  No trade 283 1.9 149 1.9 325
Trade 238 1.6 106 1.0 308
2050  No trade 680 3.7 230 2.6 448
Trade 498 3.3 182 1.9 374 ..
2100 No trade 1,304 5.7 e e 242 8.0
Trade 919 5.1 e e 208 7.5

“End-year is 2095 for ERM.
bConsumption losses through 2100 - discounted to 1990 at 5 percent per year — in trillions
of 1990 dollars.

ranges from zero to 1 percent per annum in the models surveyed; a dif-
ference of 0.5 percent in this parameter, given compounding, can lead
to an outcome in 2100 which is as much as 20 billion tons different. Un-
certainty about the size of this parameter is likely to remain large as it
depends on future technical progress.

4. There are especially large differences in the projections of emissions for
China; one particularly important factor seems to be the prices of fossil
fuels used in the different models, with the fastest growth in emissions
being projected by the GREEN model which takes account of the exist-
ing distortions in energy prices, hence building in relatively low prices.

5. Carbon taxes vary greatly across regions and across models. In most
of the models there are rising tax curves, indicating that successive re-
ductions in emissions can only be achieved by ever-larger increases in
carbon taxes. The early cuts would be relatively cheap but substantial
cuts would require very high taxes. For instance, cutting emissions in
the United States in 2020 by 45 percent from baseline (as in the 2 per-
cent reduction scenario) would require carbon taxes ranging from $200
to $350 per ton, compared with current energy taxes in the United States
which are the equivalent of about $30 per ton of carbon. But deeper cuts
would see taxes in both the United States and other regions rise towards
$1,000 or more. An important exception is provided by the MR, GREEN
and CRTM models which incorporate carbon-free backstop technologies.
As soon as large supplies of newly-developed carbon-free fuels become
available, their price puts a ceiling on the required carbon tax. More
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information on the likely costs and speed of diffusion of such backstop
technologies is needed.

The economic costs, measured here as GDP losses, also vary greatly
across models and regions. The GDP loss is generally rather high for
the Rest of the World region which includes the major oil-producing
developing countries, but for the other regions the losses are less and
there are different regional rankings of abatement costs across models.
In the case of the 2 percent reduction scenario, the GDP loss in 2020
ranges from one-half to 2 percent of GDP in the OECD regions and
from roughly one-half to 3 percent of GDP in Chira and the former
Soviet Union. In the case of a stabilization scenario (keeping emissions
at 1990 levels), the GDP loss in the year 2020 ranges between about
zero and 2 percent of GDP for the OECD regions and the former Soviet
Union, but is more likely to be 3 to 3.5 percent of GDP for China,
where the cuts needed to stabilize emissions would be greatest. As with
regard to tax curves, the GDP losses tend to rise more steeply as the
degree of reduction increases, except when backstop technologies limit
the tax, even though it is assumed that carbon taxes are offset by tax
cuts elsewhere and are hence revenue-neutral.

Emissions trading has the potential to greatly reduce both the global and
regional cost of emission reductions because there is a wide dispersion of
carbon taxes and abatement costs across regions. The abatement costs
are almost halved in the GREEN model, but the gains in two other
models (ERM and MR) are less significant.

A word of caution is necessary regarding the nature of model compar-

isons in this paper. None of the scenarios presented here are in any way
a policy prescription. The scenarios have been used as an expositional de-
vice to illustrate technical differences in the models. There are important
policy messages from this work but none of the scenarios is being actively
proposed in the current negotiations. Stabilization of emissions, however,

has
the

been adopted as a goal in the draft framework agreement but only for
developed countries. Furthermore, the costs of reducing energy-related

CO; emissions are only one part of a complex problem which must take into
account other sources and sinks of COg, other greenhouse gases, and the
uncertain estimates of the impact of climate change.
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Tentative Conclusions from Energy Modeling
Forum Study Number 12 on Controlling
Greenhouse Gas Emissions*

Darius W. Gaskins, Jr.
High Street Associates, Boston, MA, USA
John P. Weyant
Stanford University, Stanford, CA, USA

Concern about the extent of global climate change and its potential conse-
quences has increased dramatically in recent years. Many believe that un-
precedented climate changes are — or soon will be — occurring as the result of
man-made emissions of greenhouse gases. There remain large uncertainties,
however, about the relationship between emissions of greenhouse gases and
their atmospheric concentrations, about the link between atmospheric con-
centrations and global climate change, about whether extraordinary changes
in climate are actually occurring, and about the impacts of climate changes
on people and ecosystems.

The largest man-made source of greenhouse gases is carbon dioxide pro-
duced by the combustion of fossil fuels in utility and industrial boilers, and in
internal combustion engines. Thus, any effort to reduce greenhouse gas emis-
sions will start with efforts to restrict these activities. Therefore, it seems
essential to develop a range of projections of the likely costs of alternative
levels of control of carbon emissions from the energy sector.

A fundamental challenge facing policy makers is the need for all or most
of the world’s large countries to co-operate in restricting greenhouse gas emis-
sions; greenhouse gas emissions anywhere affect atmospheric concentrations
(and climate) everywhere. The 24 developed countries that are members of
the Organization for Economic Cooperation and Development (OECD) cur-
rently produce slightly less than half of the world’s carbon dioxide emissions,
and that percentage, even in the absence of emissions controls, is projected
to decrease dramatically by the middle of the next century (to one third or so

*D.W. Gaskins was Chairman of the EMF 12 Working Group, and J.P. Weyant is Director

of the Energy Modeling Forum. The full EMF 12 working group report is to be published
as a book entitled Reducing Carbon Dioxide Emissions; Costs and Policy Options in late
1993. The contributions of the almost one hundred individuals who contributed to the
EMF 12 study are acknowledged there. The conclusions reported here have been reviewed
by the working group several times, but have not yet been finalized.
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of the world total). Thus, if only the OECD countries control emissions, that
may have only a very minor impact on world emissions and world climate.
If only part of the OECD participates the impact would be even less.

The twelfth Energy Modeling Forum (EMF) working group met five
times from September 1990 to May 1992 to compare alternative projections
of the impacts of a number of greenhouse gas emission control scenarios. The
working group specified thirteen standardized scenarios reflecting a range of
carbon emission control levels, as well as sensitivities on key standardized
inputs. These scenarios were ultimately implemented by fourteen modeling
teams employing a wide variety of techno-economic models (see Appendix),
although not every model could implement every scenario. In addition to
these model comparisons, ten study groups were formed to analyze issues
not being addressed by the fourteen models and thirteen scenarios. These
groups used additional models and methods to analyze issues not addressed
in the thirteen original scenarios.

1. Basic Control Scenarios

Six of the thirteen EMF 12 scenarios employed the same GDP, population,
resource availability, and technology assumptions, but consider different lev-
els and rates of CO, emissions control.

1. Reference — no control;

2. 20% Reduction — a 20% reduction in CO; emissions in the developed
countries and no more than a 50% increase in the developing countries
relative to 1990 levels by 2010;

3. 50% Reduction — the same as (2), but with an additional reduction in
CO; emissions in the developed countries to 50% below their 1990 levels
by 2050;

4. Stabilization — hold CO; emissions in the developed countries to their
1990 levels by the year 2000, with the developing countries again con-
strained to no more than 50% above their 1990 levels;

5. a Phased-In Carbon Taz that escalates from $15 per ton in 1990 at 5%
real per year; and

6. a 2% Points Per Year Reduction in emissions relative to the Reference
case.

In implementing these scenarios, the modeling teams generally used
taxes based on the carbon content of fossil fuels to achieve the emissions
reductions (except for the government revenues a carbon tax would pro-
duce, this formulation is equivalent to a system of carbon emissions permit
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trading). These carbon tax projections provide us with a rough estimate of
the degree of market intervention that will be required to achieve the car-
bon emission reductions. Most of the models included anticipated results
from new technology development and conservation programs in the Ref-
erence case. However, in these models there is no explicit consideration of
market imperfections that may be causing current energy consumption pat-
terns to differ from what perfectly functioning competitive markets would
produce. More efficient, but more expensive, technologies are generally se-
lected in the control scenarios, but no additional technology development is
generally assumed to occur. Only one model adds additional conservation
programs explicitly in those scenarios, and only one other model includes en-
dogenously determined rates of technological change. Finally, in their initial
implementation of these scenarios the modeling teams assumed no interna-
tional emissions trading, lump sum rebate of any tax revenues collected, and
no carbon offsets, such as those that might result from tree planting. A num-
ber of general points can be made from examining cost of control projections
for these scenarios.

The impact of these control options on global climate change over the
next twenty years may be quite limited. Even in the most tightly controlled
scenarios, the reduction in cumulative CO, emissions over this period are
projected to be no more than 25% relative to the Reference case. The impact
of the control programs on atmospheric concentrations of CO; and climate
change over that time period would be even less. By 2050, however, the 50%
Reduction scenario results in cumulative emissions that are as much as 100%
below those projected in the Reference case.

Despite the inclusion of improved technologies and improved energy ef-
ficiencies in the Reference case, all models project that market intervention
will be required to achieve each of the emissions targets in all regions. When
the more stringent carbon limits are considered, many models project the
intervention required would be equivalent to carbon taxes of hundreds of
dollars per metric ton. For example, the projections of the average carbon
tax required during 2000 to 2020 to reduce U.S. carbon emissions by 2010
by 20% with respect to their 1990 level range from $50 to $330 dollars per
metric ton. The projections of the average carbon tax required during 2000
to 2020 to limit carbon emissions in China to no more than 50% more than
1990 emissions range from $25 to $200 per metric ton.

These carbon taxes would generate substantial tax revenues that could
be used for a number of purposes including reducing other taxes, deficit re-
duction, and additional government spending. For example, the projections
of the average annual tax revenues raised in the U.S. from 2000 to 2020 to
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achieve the 20% reduction in CO; emissions range from $65 Billion to $300
Billion. Projections of average annual tax revenunes raised in China from
2000 to 2020 to limit emissions to 50% above 1990 levels range from $20
Billion to almost $200 Billion.

The impact of a carbon tax on Gross Domestic Product (GDP) measures
its costs to the economy in terms of lost output resulting from the increase
in the price of goods requiring carbon emissions; those goods must either be
produced with less carbon or by more expensive processes. The GDP loss
also includes the impact of the carbon tax on capital stock accumulation and
technological progress although not all models capture these phenomena.
The models initially assumed lump-sum redistribution of tax revenues; that
is, tax revenues are used to reduce total tax payments by individuals and
corporations without affecting marginal tax rates (for example, by reducing
the standard deduction). The GDP losses calculated in this manner measure
the cost of the distortions to the economy caused by the imposition of the
carbon tax without either adding a credit or subtracting a penalty for the
way the revenues are used. Under this assumption, and assuming no adverse
trade effects, the model projections of the cost of stabilizing CO; emissions
at today’s levels range from .1% to .5% of GDP in 2000 for the U.S. and the
cost of achieving a 20% reduction in CO, emissions relative to today’s level
range from .9% to 1.7% of U.S. GDP in 2010. Although 1.7% of U.S. GDP
in 2010 amounts to about $130 Billion 1990 dollars, the reduction in the
GDP growth rate between 1990 and 2010 would only be reduced form about
2.3% per year to 2.25% per year. Thus, it is possible to reduce emissions
significantly from their non-controlled level without eliminating the growth
of the economy.

The way in which carbon tax revenues are used has an important impact
on the GDP loss. The projected GDP losses could be reduced substantially
(relative to those calculated for the lump-sum recycling case) by using the
carbon tax revenues to reduce existing taxes that discourage economic ac-
tivity, particularly capital formation. Simulations with 4 models of the U.S.
economy indicate that from 35% to more than 100% of the GDP losses could
ultimately be offset by recycling revenues through cuts in existing taxes.

Regardless of where a model ranks in terms of the cost for a particular
level of control in a particular year, there is a great deal of similarity in
how the models project costs will vary over time for a particular level of
control, and with respect to the level of control in any particular year. First,
the cost of a particular level of control generally increases over time as the
reference level of emissions grows and more adjustments must be made to
reach a fixed level of emissions. For example, assuming lump-sum recycling
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of carbon tax revenues, projections of the cost of stabilizing emissions in
the U.S. range from .1% to .5% of GDP in 2000 and from .2% to 1.0% of
GDP in 2010. In the longer term, say by 2050 or 2060, low-cost oil and gas
reserves are near depletion and the cost of reducing emissions depends on
the difference between the cost of carbon-free sources, like solar cells and
advanced technology nuclear reactors, and carbon-based sources of energy,
like synthetic oil and gas made from coal or advanced coal-fired power plants.

Second, the cost of control appears to be non-linear with respect to the
level of control in any given year, especially up to about 2040 before old
fossil-fuel based energy producing and consuming equipment can be fully
retired and new carbon-free technologies can be fully introduced. That is,
incremental reductions in allowable emissions cost more as the absolute level
of allowed emissions in any particular year is reduced. For example, the cost
of stabilizing emissions in the U.S. range from .2% to 1.0% of GDP in 2010,
while the cost of reducing emissions by 20% in that year range from .9%
to 1.7% of GDP. In fact, during the period up to 2040 sharply increasing
costs for the more extreme control levels in any one year can even offset the
tendency of the costs of controlling to any level to increase over time.

If the OECD, or any other group of countries unilaterally implements a
carbon reduction program, resulting changes in international energy prices
will cause carbon emissions in other countries to increase relative to refer-
ence case levels. Increased carbon emissions by non-participating regions
occur both as a result of increased energy intensity of economic activity and
through the migration of energy-intensive production into unconstrained re-
gions. Carbon restrictions place countries who control at a competitive dis-
advantage in energy-intensive industries. Thus, the cost to countries who
control increases with the level of cutback, but the impact on global emis-
sions may drop off sharply if large groups of countries fail to co-operate in
controlling emissions.

The non-linearity of year by year costs of control, the tendency of this
non-linearity to decrease over time as new technologies can be more fully
phased in, as well as potential problems with recycling large amounts of tax
revenues and dealing with large international trade shifts suggest that there
is a tradeoff between the cost of meeting an annual emissions target and the
emissions generated before the target is reached. Moreover, the cumulative
cost of meeting any cumulative emissions reduction target can be reduced
if it is phased in over a longer period of time. If a fixed annual emissions
rate target is specified, cumulative costs can be reduced with some increase
in short-term emissions if: (a) more time is allowed for reaching the target,
and (b) the instrument(s) used to achieve it — say a carbon tax - is phased
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in gradually rather than abruptly. The cost reduction can be particularly
significant if the target date and rate of implementation are set to allow new
carbon-free technologies to be phased in smoothly. If discounting of future
costs is included in the calculation (as some would argue is required to insure
an optimal allocation of society’s resources over time), the reduction in costs
resulting from a slower phase-in of controls is even greater.

More greenhouse gases in the atmosphere may impose additional costs
on society, though, so it may not be optimal to delay the imposition of
constraints indefinitely. These costs depend on atmospheric concentrations
of greenhouse gases which depend on cumulative emissions over time rather
than a single year’s emissions rate. The 20% Reduction scenario leads to high
short run adjustment costs according to the models included in this study.
They project that almost the same reduction in cumulative CO, emissions
reductions (and no more than a 20% increase in cumulative carbon emissions)
can be achieved with the Phased-in Taz by the middle of the next century
with a 30-40% reduction in cumulative costs {(even without discounting of
future costs).

The models display a wide range of cost projections for the scenarios
considered depending on both the features the modelers have incorporated
in their models and the way they have implemented the scenarios. The
cost of control projections are also sensitive to variations in standardized
input assumptions. We begin by discussing the results for alternative policy
scenarios.

2. Additional Policy Options

A combination of policies imposed on each of the major greenhouse gases
and implemented in a way that allows new technologies to be developed and
implemented in a smooth manner, will be much less costly than aggressive
pursuit of a single policy option.

In the EMF 12 Emissions Trading scenario, a common carbon tax is
imposed in all regions until the same amount of global emissions allowed in
the 20% Reduction scenario is achieved. In the near term, there is a moderate
amount of emissions trading from the developing countries to the developed
countries, resulting in a 30-60% reduction in the GDP loss that results
from the 20% Reduction scenario. However, by 2040 or so, the developing
countries are assumed to have deployed the same large-scale technologies as
the developed countries, so there are no additional gains to emissions trading
beyond that point.
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Both carbon and Btu taxes have a bigger impact on CO; emissions
when imposed at the primary energy production level, e.g., at the point
of extraction, rather than at the wholesale or retail level, whereas an ad
valorem tax has the largest impact when imposed at the end-use level. In
addition, stabilization of CO, emissions can be achieved at lower costs when
imposed at the primary energy level than at the wholesale or retail level.
Also, it is difficult to insure that any emissions target will actually be met
if a permit trading system is implemented at the wholesale or retail level,
because unintended shifts in upstream fuel choices may result.

The Energy Security study group examined the energy security implica-
tions of the alternative emissions control scenarios and concluded that they
would have only a minor impact on energy security. The main short-run im-
pact of the control scenarios is to substitute gas, conservation and alternative
sources for coal, leaving oil use relatively unaffected.

A gradually phased in carbon tax with the tax revenues recycled pro-
portionally does not appear to result in major impacts on the distribution
of income by income level. With the exception of the coal industry, which
would experience a significant contraction over the next twenty years, the
impact on individual industries is also likely to be small.

3. Sensitivity Analyses

The cost of carbon constraints also depends significantly on the assumptions
made about the cost of carbon free technologies relative to the cost of carbon
emitting ones. To explore this sensitivity the group examined an Accelerated
Technology scenario in which the cost of non-carbon energy supply tech-
nologies (e.g., solar or advanced nuclear) in the 20% Reduction scenario are
assumed to be reduced to the cost of carbon based ones (synfuels and coal-
fired electric generation) by 2010. According to all the models, this scenario
reduces the annual cost of achieving the carbon constraint to zero by the lat-
ter part of the 21st century. The costs of the constraint during the early part
of the next century are not nearly as significantly reduced (only 10-30%),
however, because conventional fossil fuel technologies are still being used and
because of constraints on the introduction of the new carbon-free technolo-
gies that cause additional costs to be incurred until large scale introduction
of the new technologies can be completed. This latter effect re-enforces the
large cost-of-adjustment effect observed above. Up until about 2040 the re-
quired carbon tax exceeds by a substantial margin the zero difference in the
costs of carbon-based and carbon-free backstop technologies.
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The study design includes a 2.2% growth rate in Gross Domestic Product
(GDP) for the U.S. over the next thirty years. Two of the models included
in the study produced independent GDP projections of 2.0% and 1.4% per
year over that time frame. This results in lower carbon taxes being required
to meet any particular emissions target. Interestingly, though, the computed
GDP losses are not significantly less than in the other models because high
energy prices are projected to diminish productivity growth. The lower GDP
growth rate was adopted for a Low GDP Growth Sensitivity scenario. This
scenario does lead to a significant reduction in the cost of control because
it directly reduces the reference level of emissions projected by each model.
In addition, when all the models are run with the low GDP growth rate
assumptions, they produce carbon taxes that are more closely consistent
with those projected by the lower growth models.

The cost of the transition to the non-carbon based energy technologies
can be significantly affected by the availability of natural gas resources. Since
gas has a lower carbon emissions rate than oil or coal, more fossil energy can
be consumed within any emissions constraint if the use of natural gas can be
increased. The High Natural Gas Resources scenario postulates a quadru-
pling of natural gas resources in each region in the 20% Emissions Reduction
case. Although a number of analysts would now argue for more gas reserves
than assumed in the EMF 12 study design, the quadrupling assumption is
probably quite a bit more optimistic than anyone currently projects. This
assumption does lead to a 30 to 40% reduction in the discounted cost of
satisfying the emissions constraint over the next twenty years.

4. Differences in Model Projections

Estimates of the cost of achieving an emissions target relative to the 1990
level of CO; emissions by some future date are sensitive to the reference case
emissions trajectory projected by the model. A model with a higher reference
case projection of total emissions will require more adjustments to reach the
fixed target than one with a lower reference case emissions projection.
Even when GDP growth rates are standardized, a very wide range of
reference case emissions projections are produced by the models included
in the study. By the year 2100, projections of CO; emissions range all
the way from a 20% to a 200% increase over 1990 levels. Relatively small
differences in model parameters lead to large differences when their effects
are compounded over the study’s 110 year time horizon. For example, much
of the difference in projections from the models for 2100 can be explained
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by differences in the assumed rate of decrease in energy use per unit of
economic output independent of energy price changes. The Global 2100
model uses a value of .5% per year for this parameter, while the Edmonds-
Reilly model employs 1.0% per year assumption. The more disaggregate
assumptions made in the Global Macro model implies about a 1.25% rate.
When compounded over 110 years, these differences can explain aggregate
energy use and emissions projections that differ by a factor of two or more.
Estimates of this aggregate parameter based on historical data range from
a rate of decrease of about .5% per year to an increase at about that rate.
Researchers who have attempted to extrapolate the types and efficiencies of
energy using equipment into the future have argued that the potential exists
for a rate of decrease in energy use per unit of economic output from 1% per
year to over 2% per year.

In the Reference scenario, all models project steady improvements
(about one percent per year in the U.S.) in energy intensity over the study’s
time horizon, but no strong movement towards or away from non-carbon fu-
els. Increases in energy intensity and switching to less carbon intensive fuels
are the major means of satisfying the requirements of the 20% Reduction
scenario, with the fuel switching response being greater in the models with
more end-use technology detail.

5. Directions for Future Research

Additional research in several areas could significantly improve the estima-
tion of the costs of greenhouse gas emission control strategies and the eval-
uation of alternative policy options.

This study has identified the amount of energy intensity changes that will
take place independent of changes in energy prices over the coming decades
as a major determinant of reference case emissions, a major source of differ-
ences between the models, and a major determinant of the cost of achieving
any emissions target. Yet, information about the potential for improved effi-
ciency energy technologies is incomplete and often inconsistent and there is
little conclusive analysis regarding their likely rate of adoption. Particularly
important here are assessments of market imperfections or distortions that
impede the introduction of more efficient technologies. For example, energy
pricing in the developing countries and the former Soviet Union has been far
below world market levels.

The projections of baseline emissions also depend significantly on long-
run GDP and population projections for the main regions of the world.
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Although some excellent analyses of the outlook for economic growth in the
United States are available, more work would help resolve the remaining
differences, which are considerable. In addition, very little is known about
likely economic and population growth in the future in such important and
diverse countries as China, India, Brazil, and the independent states of the
former Soviet Union.

The adjustment costs that result from any control strategy depend on
the availability and cost of non-carbon emitting renewable energy sources,
especially before they emerge as mature technologies. The models included
in this study all represent these adjustment costs in one way or another,
but the different approaches can lead to markedly different results. This
suggests the value of additional work on data and models of new technology
availability dates and introduction rates, as well as of technology transfer to
the developing countries.

It is important to assess the potential of offsets to carbon emissions, like
tree planting or slowing de-forestation, and of reducing other greenhouse
gas emissions like methane from natural gas system leaks, coal bed seams,
or ruminants, as these can be as effective as carbon emissions reductions
in slowing climate change. In addition, carbon sequestration and removal
technologies, while not now economic, could easily become competitive in
the future especially if carbon taxes reach $100 per metric ton or more.

This study suggests the value of additional work on the linkages between
energy and the environment, between environmental policies and world en-
ergy markets, and betwe