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Introduction

The international workshop on “Climate Change: Integrating Science, Eco-
nomics, and Policy” is the third in a series of interdisciplinary meetings or-
ganized at the International Institute for Applied Systems Analysis (IIASA)
during the past four years. Currently, it is widely recognized in both the
analytical and policy communities that the complex issues surrounding the
prospect of climate change and response measures and policies cannot be ad-
equately assessed from the perspective of any single discipline in either the
natural or social sciences, and that these issues cannot be resolved in the
policy domain alone. This is one of the reasons for the continued research
activities in this important area at IIASA and for the decision to organize
this, the third international workshop to address these issues.

The workshop originated because the organizers shared the view that
small, focused meetings on specific aspects of the economics of international
environmental problems would be a particularly effective way to expand the
frontier of knowledge in this area. Such meetings would emphasize the in-
terdisciplinary and international nature of both the issue and the underlying
scientific effort. This vision has continued through all three of the workshops
held to date.

The first workshop, which took place at IIASA from 28-30 September
1992, focused on the comparative assessment of mitigation of climate change
and on its potential impacts and adaptation strategies. One of the key
findings of this workshop was the need for integrated assessment. ITASA
held the second workshop a year later from: 13-15 October 1993. The second
workshop focused on the review of the integrated assessment approaches and
implications for climate change policies. The proceedings of both workshops
have been published by IIASA.*

This volume reports on the proceedings of the third international work-
shop, held 19-20 March 1996. This workshop focused on three related re-
search areas in the economics of climate change: market and nonmarket
impacts of climate change; costs and timing of greenhouse gas emissions
abatement measures and strategies; and emissions reduction policies. De-
spite the considerable progress made during the past few years, these three

* Kaya, Y., Naki¢enovi¢, N., Nordhaus, W.D., and Toth, F.L., eds., 1993, Costs, Impacts,
and Benefits of COg Mitigation, CP-93-2, IIASA, Laxenburg, Austria; and Nakiéenovié,
N., Nordhaus, W.D., Richels, R., and Toth, F.L., eds., 1994, Integrative Assessment of
Mitigation, Impacts, and Adaptation to Climate Change, CP-94-9, ITASA, Laxenburg,
Austria.
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research areas are still associated with significant methodological hurdles
and scientific uncertainties. For example, on the impacts side, estimating
nonmarket damages and the amenity effects has been very difficult, and on
the mitigation side it has been very difficult to endogenize the role of tech-
nology in determining the costs and timing of emission abatement. The third
research area, policy issues, is of great importance, because measures aimed
at stabilizing atmospheric greenhouse gas concentrations at some negotiated
level, in accordance with Article 2 of the United Nations Framework Conven-
tion on Climate Change, could require quite high, and in some cases costly,
reductions of emissions. The proceedings have been divided into three parts
to reflect these related research areas: the first part deals with the impacts
of climate change, the second with greenhouse gas emissions abatement mea-
sures, and the third with emission reduction policies.

Participants in the workshop included some 62 scientists from more than
17 countries, representing a number of different disciplines. The two-day
workshop was divided into seven sessions covering research areas such as
the science of climate change, assessments of impacts of climate change, the
role of technology, special topics in integrated assessment, and policy and
implementation issues. Sessions generally started with the presentation of
two invited papers and contributions by invited panel discussants, followed
by general discussions. This volume includes the revised versions of papers
presented at the workshop. The three parts of these proceedings reflect the
written contributions and the discussions of the seven workshop sessions.

The workshop was jointly organized by the four editors of this volume,
who share the responsibility for its scientific content. The editors are listed in
alphabetical order, because of their joint contributions to the organization of
the workshop. The workshop was financially supported by the Electric Power
Research Institute (EPRI), the International Institute for Applied Systems
Analysis (ITASA), the National Science Foundation (NSF), the Potsdam
Institute for Climate Impact Research (PIK), and Yale University.

The workshop organizers would like to extend their thanks to the par-
ticipants and contributors who provided the essential intellectual substance
during the sessions and discussions, in particular to the authors of papers
presented in this collaborative volume and to the institutions that provided
financial support to bring such a distinguished group of scientists together
for the third time on this important research topic.

The organizers are much indebted to Nadejda Makarova for research
assistance and to Ewa Delpos, Ellen Bergschneider, Lilo Roggenland, Angela
Dowds, and Patricia Wagner for their valuable help in the organization and
preparation of this volume.
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Part 1

Impacts and Damages of
Climate Change






Climate Amenities and Global Warming*

William D. Nordhaus
Yale University, New Haven, CT, USA

Abstract

The most intractable issue in the economics of climate change has been to
estimate the economic impacts. The present study addresses a specific ma-
jor area of ignorance: the amenity effects of climate. We employ hedonic
wage techniques to estimate the impact of an equilibrium carbon dioxide
(CO2) doubling on climate amenities. Using data on 3105 US counties along
with climate change estimates from general circulation climate models, we
estimate that an equilibrium CO, doubling of 8°F (or 4.5°C) would be asso-
ciated with a disamenity premium of about 0.17% of gross domestic product
(GDP). Bootstrap techniques indicate that this estimate is quite fragile and
subject to both sampling error and specification error. Considering all fac-
tors, we conclude that the most likely effect of an equilibrium CO2 doubling
for the USA would be a disamenity of 0.17% of output with an uncertainty
of about 2.5% of output.

1. Summary and Conclusions

Because this study is long and complicated, I provide a summary for the
harried scientist and policy maker.

1. The present study estimates the impact of greenhouse warming on
climate amenities. The amenities associated with climate change include the
effects on the value of directly “consumed” climate as well as the impacts on
leisure and other nonmarket activities that are complementary with climate.
Amenity effects may be significant because of the large economic value of
leisure and because of the high climatic content of many leisure activities.

2. Valuation of climatic amenities poses deep difficulties because they
are not directly bought and sold and do not provide the “price, quantity”

*The author is grateful for the research assistance of I{athy Merola. Kris Reynolds assisted
in preparation of the regional cost of living indexes. This study was supported by the
National Science Foundation.



valuations that attach to most private goods and services. The measure-
ment issue is addressed using hedonic wage theory. Under hedonic theory,
wage differentials associated with different climates represent the amounts
necessary to compensate people for the associated amenities: if the climate
in a region is pleasant, then people will accept lower wages to work in that
region.

3. The empirical estimates rely on a new county data set for the USA
that provides comprehensive coverage of 3105 US counties. The major new
data are nominal wages and cost of living indexes by county. The county
climate data are drawn from an earlier study by Mendelsohn et al. (1994),
and estimates of the impact of CO, doubling are drawn from projections
of 16 general circulation models. We construct three “consensus climates”
that are alternative averages of the different models. These models project
an average warming of 8°F (4.5°C) and an increase of 4% in precipitation.

4. In the regression estimates, the dependent variable is real average
hourly earnings, while the exogenous independent variables include climatic,
demographic, and geophysical variables. The climatic variables are a cubic
function of temperature, a quadratic function of precipitation, and interac-
tion terms. The geographic variables include latitude, longitude, contiguous
bodies of water (such as ocean, the Great Lakes, and navigable rivers), and
interaction terms. The socioeconomic variables include the unemployment
rate, the density of the population, education, and ethnic variables. Pop-
ulation density is taken to be an endogenous variable in the simultaneous-
equation estimates, and we use as instrument for population the employment
in “export industries.”

5. We estimate the model using different techniques and different speci-
fications. The central estimates use a uniform climate change scenario. The
preferred estimate (two-stage least squares with wage-weighting) indicates
that a warming has a small disamenity premium for the USA. In the pre-
ferred equation, an equilibrium CO; doubling causes amenity losses of about
0.35% of aggregate US wages. This is the equivalent of about 0.17% of US
gross domestic product (GDP). At 1995 levels of prices and incomes, this
represents $12 billion per year.

6. Bootstrap techniques indicate that this estimate is quite fragile and
subject to both sampling error and specification error. Data bootstrap tech-
niques indicate that the uncertainty of the hedonic impact is about 3.5%
of total wages, while specification tests indicate a similar range uncertainty.
Other wage series tend to indicate that climate change will lead to a positive
amenity. Traditional weighting approaches also suggest that warming will
lead to increased amenities.



7. Weighing all the different specifications and bootstraps, the most
likely impact of an equilibrium CO; doubling for the USA is a disamenity
of 0.35% of total wages (or 0.17% of total output) with an uncertainty or
standard error on this estimate of 5% of wages (or 2.5% of output).

2. Background

Climate change involves complex and controversial issues of economics and
politics, but perhaps the most intractable has been the issue of valuing cli-
mate change. This issue involves a wide variety of sectors and regions as
well as the need to forecast impacts in the distant future. In a few areas,
researchers are reasonably confident that they have identified the principal
impacts. For agriculture and forestry, estimates of damage are in place for
a number of countries, although the estimates differ widely depending on
the technique and time horizon. However, in a number of sectors of great
potential importance, there are no serious scientific estimates of the poten-
tial impacts. The areas of greatest uncertainty are nonmarket impacts on
humans and impacts on natural ecosystems. For these, researchers have to
date made essentially no progress.

The present study attempts to fill the knowledge gap in one particularly
important area, amenities. More specifically, we estimate the value of climate
on location-specific, nonmarketed goods and services. This mouthful of a
phrase encompasses a wide array of goods and services. Perhaps the most
important ones are the effects of climate change on the value of directly
“consumed” climate as well as the effects on leisure and other nonmarket
activities that are complementary with climate.

These effects may be quite significant for two reasons. First, the value
of leisure and nonmarket time is a significant fraction of total economic
income. Estimates of the value of leisure time indicate that it has approxi-
mately the same value as all marketed consumption goods and services (see
Figure 1). A second factor is that climate has major interactions with the
use of nonmarket time. While work time is often either climate-controlled or
not significantly affected by climate, leisure time in activities such as skiing,
swimming, sunning, gardening, hang gliding, and similar activities is highly
dependent on the weather conditions. The importance of nonmarket time
and the dependence of leisure activities on climate raises the potential for a
major impact of climate change on the value of nonmarket activities.

The study of amenity values of climate change in the context of global
warming is still in its infancy. Fankhauser, in his survey of the area, reports
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Figure 1. Leisure, nonmarket activity, and measured output. Nonmar-
ket activities such as leisure and household activities have economic value
comparable with that of market output. Source: Nordhaus and Tobin, 1972.

that the “monetary value of a benign climate is still largely unknown ...”
(Fankhauser, 1995, p. 43). In his study of climate change, Cline does not
even hazard a guess on the amenity value (Cline, 1992, pp. 115-116). The
only serious study of the sub ject dates back to an analysis by Hoch and Drake
(1975) on the value of climate amenities associated with global cooling from
ozone depletion.! Their study used relatively limited data on wages and
climate. An application of their result would indicate that the greenhouse
effect as applied to the USA would lead to modest increases in amenity
values.

Local climate impacts actually encompass a broad array of factors in
addition to climate amenities. For example, if the climate in a region is asso-
ciated with unpleasant and dangerous pollution, then this would be included

'This was part of the CIAP study on the effect of a fleet of supersonic aircraft on
varjous sectors (see Hoch and Drake, 1975).



in the climate valuation of that region. If the climate of the Zauberberg is
beneficial to health, this also would enter into the valuation of the climate.
More generally, we can distinguish the effect of climate on productivity of
tradable goods, productivity of non-tradable goods, and consumption activ-
ities.

o To the extent that climate increases the productivity of tradable goods,
there will be no effects on prices of goods across regions, but the rents
of region-specific factors will rise to reflect the higher productivity.

e If climate affects the productivity of non-tradable goods, this will affect
both the rents of region-specific factors and the prices of the non-tradable
goods.

o If climate affects the consumption or utility in a region, then the rents
of region-specific factors will change and the returns to labor will adjust.

The present study focuses primarily on the third factor - the effect of
climate on utility and the complementarity of climate with consumption. In
general, I will interpret this as the amenity effect of climate, including the
delight in warm and sunny days or crisp powder snow. We should recognize,
however, that estimated climate impacts include other climate-related public
goods and non-traded goods such as pollution, health effects, transportation
effects, and even energy costs to the extent that these are not included in
real wages or price indexes.

The present study extends current research in this area in three ways.
First, it extends the database to a comprehensive set of observations by con-
structing wages, climates, and other variables at the county level. Second, it
identifies certain statistical issues in the estimation of hedonic wage regres-
sions of environmental variables that have been largely ignored in the past
and finds these to be important in the interpretation of the data. Finally, it
presents a new set of estimates of climate amenities and their relationship
to global warming.

3. The Theory of Implicit Valuation
of the Environment

Valuation of many climatic amenities poses deep difficulties, because they are
not directly bought and sold and do not provide the “price, quantity” valu-
ations that attach to most private goods and services. Economists therefore
look for “implicit” values, or what is sometimes called the theory of “hedo-
nic prices,” in attempting to infer the valuation of nonmarketed goods and



services. Hedonic valuation is used to infer the impact of climate on land
productivity or agricultural yields; to infer the valuation of different recre-
ational sites through examination of travel costs; and to understand the
characteristics of jobs, such as the valuation of safety, through comparing
wage rates.

This issue is particularly important for the issue of climate change, be-
cause of the extensive interaction between climate and nonmarket activities.
Earlier studies have tended to find little impact of climate on productive
activities in most high-income countries (at least outside of agriculture).
The reason for the minimal influence on nonfarm output is the ability of
most production processes to be separated from the vagaries of climate. On
the other hand, climate interacts much more significantly with consumption
both because climate is consumed directly (in terms of enjoyment of sunny
days) and because climate is a complementary input in many consumption
activities, particularly those involving leisure time (such as skiing, sitting
on the beach, or gardening). Because of the strong influence of climate on
leisure and consumption activities, it is possible that climate has a major
impact on living standards even though its effect on measured national or
individual income is negligible.

3.1. A simplified example

Even though we cannot directly measure the nonmarket impact of climate
on economic welfare, we can attempt to deduce the value through the use
of hedonic wage techniques. The basic reasoning in the simplest case is the
following. Assume that a country is divided into different regions. Each
region is identical except for its climate. Al factors of production except
climate and land are mobile, so labor, capital, and technology can move freely
among the different regions. There is a single good (or composite good) that
is produced in each region, and its price will be equal in all regions. Because
factors are mobile, factor prices are in equilibrium equalized (net of any
corrections for climate).

In this simplified example, we assume that climate affects the economy
only through its effect on individual preferences and well-being. All indi-
viduals are identical, and, for simplicity, we suppose that all individuals
have identical work and leisure hours. Suppose that the relevant climate
variable is the percentage of the year that is sunny, called “sunshine.” We
assume that individuals prefer sunnier locations to cloudy regions; that is,
individual preferences include consumption of the composite good, leisure,
and sunshine.
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Figure 2. Wages and the hedonic value of climate. Value of sunshine rises
with sunshine index. With mobile labor, utility must be equalized across
climates. Therefore, in equilibrium, wages are lower in more pleasant loca-
tions. The sum of wages and hedonic value of sunshine equals the constant
level of utility across regions.

What is the economic equilibrium? By construction, all individuals have
the same hours of leisure, and a dismal climate ceteris paribus lowers indi-
vidual well-being. To induce people to live in gloomy locations, wages must
therefore adjust to allow people who work there to earn more and consume
more of the market good. In other words, wages must provide compensating
differentials to offset the desirability or lack of desirability of particular lo-
cations. If the climate in a region is so pleasant that it yields $1000 of extra
economic well-being, then in equilibrium wages must adjust so that workers
can buy $1000 less of marketed goods and services. The change in wages
then just offsets the nonmarket amenity or disamenity of the environmental
goods and services. Figure 2 shows the basic idea for the simplest model.

3.2. Realistic complications and the identification problem

The simplest example just presented is the usual approach in most analyses
of the hedonic valuation of nonmarket goods. There are, however, potentially
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significant statistical issues that must be addressed — the issue of statistical
identification. This is in fact a deep and troubling issue which is usually
ignored. In this section, I discuss the question and propose a solution. Con-
sider the simplest set of equations for supply and demand for labor:

w=0L°+aC+oa3Z , (1)
El= —Biw+B,C + B2 (2)

In these equations, w represents real wages in each county, L, is labor
supplied, E? is the demand for labor, C is climate or a function of climate,
Z is a set of exogenous variables such as demographics, latitude, and geo-
physical conditions. The coefficients (o; and 3;) are parameters. (C and Z
may be vectors of variables.)

Equation (1) is usually interpreted as the equation for wage hedonics,
in which the coefficients are the amenities or disamenities associated with
particular variables. In the present study, we are interested in estimating the
hedonic relationship between climate and wages, given by ay. For purposes
of discussion, take the coefficients to be scalars, but the generalization to
vectors is immediate. In equilibrium, L® = E¢ = L = actual employment,
which yields

L ={[f2 - Br2]C + |83 — Br1a3]Z} /(1 + 1 By) (3)

w=[(fs + a2)C + (13 + a3)Z]/(1 + ey 1) (4)

The total derivatives of employment and wages with respect to climate
and the climate employment relationship are then

dw/dC = (a1 2+ a2)/(1+ a1 fBy) (5)
dL/dC = (B2 — Bre2) /(1 + e1fr) (6)
dw/dL = (a182 + a2) /(B2 — Pre2) . (7

The point that emerges from this analysis is that the estimated coeffi-
cients in an ordinary least squares (OLS) hedonic wage regression will be
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Figure 3. Potential statistical bias in hedonic estimates. County 0 is a
cold-climate county, whereas the other counties are warm-climate counties.
(a) If climate differences only affect supply and individuals prefer warmer climates,
then a warmer climate shifts supply down to S’, leading to equilibrium at 2. In this
case, the negative association of temperature and wages indicates the true amenity
value of climate.

(b) Suppose individuals are indifferent among climates but climate affects produc-
tion. By shifting demand from D to D', with equilibrium at I, we see that the
higher temperatures are associated with higher wages. This association gives the
incorrect conclusion that individuals dislike higher temperatures.

(c) If both (a) and (b) are at work, the resulting equilibrium at 3 gives a combina-
tion of supply and demand effects. The wage-temperature association cannot easily
be interpreted.

a tangle of supply and demand coefficients. The implicit identifying as-
sumption made in most studies of wage hedonics is that there is no rela-
tionship between utility and employment in the given area, or that a; = 0.
That is, individuals do not care whether they live in a high-employment or
low-employment region. Under this assumption, it is clear from (5) that
dw/dC = a3, which gives the correct estimate for the hedonic coefficient.
This is clearly subject to potential statistical bias. In the case where the
coefficients on climate are positive (say higher temperatures are good for
production but disliked by people) the coefficient may be biased if ;3 = 0
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(that is, if people dislike densely populated areas). This is a real worry in
the data because of the potential that warmer climates are good for produc-
tion. Fortunately, there are well-developed statistical techniques for test-
ing and correcting for simultaneous-equation bias. To correct for potential
simultaneous-equation bias, we use two-stage least squares (TSLS). Under
this approach, we use exogenous variables that affect demand but not supply
as instruments for the right-hand-side endogenous variable in equation (1).
With TSLS, the estimates of the parameters are consistent, although they
may be inefficient relative to other estimators. OLS estimators, by contrast,
will be biased if the right-hand-side endogenous variables are correlated with
the disturbances.

Figure 3 illustrates how estimates of hedonic wage regressions can be
biased if issues of simultaneous-equation bias are ignored. In this simple case,
the wage-temperature relationship provides the correct hedonic estimate if
production is unaffected by climate.

4. Sources of Data

4.1. General approach

To estimate the amenity value of climate, we have developed a new data
set at the county level for the USA. Most studies to date have relied on
larger aggregates, primarily data for cities or large metropolitan areas. The
advantages of moving to the county level are twofold. First, the number of
observations increases significantly, with the potential for using 3105 counties
as opposed to approximately one-tenth that number of cities. Second, many
of the important attributes of climate, particularly those relating to outdoor
activities, are likely to be more important in nonurban locations than in
urban locations. Simply put, the climate is likely to matter less in the
Washington subway system or in the New York Squash and Racquet Club
than on a beach in Southern California or a ski area in Colorado.

The disadvantages of using the county data are, first, the lack of ob-
servations on individuals and the consequent requirement of using county
aggregates. This implies that less information on individual characteristics
is available. A more important hurdle has been the need to construct a wide
variety of data that do not exist at the county level. This study relies on an
earlier set of estimates of county climates that were developed in Mendel-
sohn, Nordhaus, and Shaw (MNS; Mendelsohn et al., 1994). To implement
the present study, it was necessary to develop county wage rates, county
cost of living estimates, and a set of county climate change estimates that
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drew on a wide variety of climate models. The payoff from developing this
data set is a comprehensive data set for the USA and a much more detailed
resolution of the climate-amenity relationship.

4.2. Data

I begin with a description of the data used for the study. The most impor-
tant are data on wage rates, initial climates, and projected climate change.
The data generally pertain to the period 1979-1986, except for the climate
data, which are climatic normals for the period 1951-1980. They are all
the counties of the USA. There are 3105 counties, which include all coun-
ties, with some minor adjustments for economic reporting areas that do not
conform with political boundaries.?

Nominal wage rates. There exists no widely used data set at the county level.
It is not possible to use census data on individuals because of sparseness of
the data for small counties. There are two largely independent data sets that
can be used to construct county wage data. The first and least satisfactory
are census estimates of total wages and hours of work in manufacturing by
county. These data are the only ones that contain reliable estimates of hourly
wages. Their shortcoming is that the coverage is but a small fraction of the
work force, particularly so in many smaller rural counties.

The data set that forms the primary source for this study is derived
from the Bureau of Economic Analysis (BEA) estimates of employment and
wages by industry at the county level that is contained in the Regional
Economic Information System (REIS; US Department of Commerce, 1995).
We constructed a number of different indexes to test for robustness, but the
preferred wage rate is an index of earnings in those industries which have
primarily full-time workers (we call this Index # 4). To construct this index,
we calculated average hourly earnings in each county for the 10 major full-
time industries. These were calculated by taking average wages per employee
in the county and dividing this by the national estimate of hours worked in
that industry. The average hourly earnings were then combined in a fixed
weighted index using national employment weights. To remove business
cycles and temporary influences, we then took an average of the county
wage rates for three years, 1979, 1982, and 1986.

?The major deviations are in the state of Virginia, for which we have created 25 “su-
percounties,” or reporting areas that are combinations of smaller counties. For these and
other counties where the political and economic boundaries do not coincide, we either take
average data for the counties or use the data for the largest county.
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The major external validation of the wage series was a comparison for
a series on manufacturing wages based on the BEA manufacturing earnings
data with estimates on hourly earnings in manufacturing from the census.
The correlation was 0.848. It is clear that there is potential for error in
measurement of the wage rates given the lack of county-level hours data.
On the other hand, there is little variation across states or years in the
Liours worked, and the errors are highly unlikely to be correlated with county
climates, so the errors are likely to lead to imprecise estimates rather than
biased ones.

Regional cost of living indezes. Hedonic estimates clearly should examine
real wages (that is, wages corrected for regional cost of living) rather than
nominal wages. This is potentially a serious issue because of the clear cor-
relation of the cost of living with regions, with higher living costs in coastal
areas, in cities, and in the Northeast and with lower costs of living in the
South. There are no satisfactory cost of living indexes available today, so
we devised an approach based on existing data. The basic data came from a
Bureau of Labor Statistics (BLS) study of regional costs of living conducted
in 1981-1983 (see BLS, 1982, 1967). This study contained observations for
25 cities and 4 regional nonmetropolitan areas. We have no further reli-
able data on general costs of living. However, this study indicated that the
primary source of regional cost of living differentials is housing costs, and
there are detailed surveys of housing costs in different regions prepared for
government housing assistance programs. We therefore combined the BLS
survey with Department of Housing and Urban Development data on rentals
by county to compute a regional cost of living index. We then calculated
real wages as the nominal wage rate divided by the regional (county) cost of
living.

The regional cost of living calculations are probably the weakest link
in the entire estimate of the wage hedonics (aside from missing variables).
This is particularly worrisome because of the clear association of cost of
living with climate. We have attempted to make various corrections for this
potential bias, but the issue should be flagged.

County climates. Climatic data pose measurement issues because they are
available by meteorological station rather than by county, so it was neces-
sary to estimate county-average climates. As noted above, the data were
constructed by Mendelsohn, Nordhaus, and Shaw (MNS). MNS started
with climate data that were available from the National Climatic Data Cen-
ter, which gathers information from more than 5000 meteorological stations
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througliout the USA. These stations form a dense set of observations for
most regions of the continental USA with the exception of some of the desert
Southwest. The data include information on precipitation and temperature
for each month from 1951 through 1980. Because the purpose of this study
is to predict the impacts of climate change on amenities, it is appropriate
to consider the long-run impacts on wages of precipitation and temperature,
not of year-to-year variations in weather. We consequently examine the “nor-
mal” climatological variables — the 30-year average of each climatic variable
for every station as well as seasonal averages. MNS then used the station
data to create an estimated climate for each county. For this purpose, the
county climate was located in the geographical center of the county.

For the present study, we conducted a number of validation exercises by
comparing the county climates estimated in MNS with climate data on the
cities in the counties. These comparisons indicated a close correspondence for
most counties. For a dozen or so counties, mostly in the states of California
and Washington, there were some significant deviations, generally because
of unusual local topological conditions, but there were no obvious biases
that seemed to arise from the discrepancies. Finally, we added data for the
counties in Alaska and Hawaii so as to complete the coverage to the entire
United States.

Climate change estimates. One of the principal issues addressed in this study
is the estimated impact of climate change in the coming decades. To estimate
this, we compare the difference between a hypothetical future climate and
the current base climate. The base climate was just discussed. The future
climate is generated by taking the current level of climate variables and
adding to them the estimated change in climate.?

The changes are the estimated effects of doubling of CO; taken from runs
of 16 different general circulation models (GCMs). The numerical estimates
for the individual models were calculated by Robert Mendelsohn of Yale
University and Larry Williams of Electric Power Research Institute (EPRI),
which they provided for this study. These were interpolated from the GCM
gridpoints by cubic splines. Alaska and Hawaii were included using data
from runs on different GCMs.

We created three “consensus” climate change scenarios for this study.
One is the simple average for each county across the different models

3That is, future climate is estimated as the base climate from the meteorological data
plus the estimated change in climate from the climate models. This approach ensures
that poor projections of current climate in the climate models will not inflnence the initial
conditions.
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(“average of models”). A second constructs a statistical optimum or port-
folio in which the models were weighted by their success in predicting the
initial climate (this is the “portfolio of models”). The final consensus cli-
mate is a uniform national average climate change. For this, we took the
wage-weighted average climate change from the portfolio model (which is an
8.02°F or 4.5°C change in temperature, and a 4.04% change in precipitation)
and applied this change equally in all counties (this is the “uniform national
average” ).

Other data. The regressions contain a number of other variables that are
likely to affect labor markets either through supply or demand. These include
variables on the supply side (including demographics such as ethnic origin
and education) or demand side (such as the presence of bodies of water,
ports, tonnage of ports, and rivers, as well as the presence of state capitals
in the county). These variables were derived from a wide variety of sources
including, notably, the US Commerce Department, County and City Data
Book (US Department of Commerce, 1994). In addition, we included the
influence of latitude and longitude, which determine seasonal sunshine, as
well as interactions among the different geographical variables. We include
certain labor market variables, such as the unemployment rate. Finally,
other local public goods such as density are included. In addition, we have
added state dummy variables to capture the impact of state tax structures
and public goods.

Regressions and the loss function. A neglected issue in many studies is to link
the statistical procedure to the underlying purpose of the analysis. Often,
statistical analyses are undertaken to estimate or project an aggregate (such
as consumption, the value of a stock portfolio, or total population). In such
cases, it is generally inefficient to use ordinary least squares estimates. In
this study, because the object of the analysis is to minimize the predicted
error of the aggregate impact, this implies that the loss function that should
be minimized is not the simple squared errors across counties. Rather, it is
the squared error of the sum of the hedonic losses across counties. This loss
function is equal to the error in each county multiplied by the amount of
wages in each county, then summed across all counties. We therefore use a
weighting function for our regressions, which has as weights the total wages
in the county.*

*For a discussion of the use of weighted least squares, see Pindyck and Rubinfeld (1991).
The author knows of no studies that address the issue of weighting when forecasting
aggregates from microeconomic data.
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Figure 4. Raw data on real wages and temperature by county.

5. Empirical Results

5.1. Basic regression results

Figure 4 shows the raw association between annual mean temperature and
real wages by county. The wide scatter in the figure indicates that there is
more to life than climate. There is great variability of real wages by mean
temperature. A visual scan indicates that little of the wide variation in wages
across climatic zones is determined by the variation in average temperature.

The raw association of climate and wages proves little, of course, because
other factors may lie behind the variability and may confound any underly-
ing relationship. Figures 5(a)-5(i) show a number of simple bivariate scatter
plots of real wages and other important variables. These show how wages
vary by precipitation, summer temperature, winter temperature, unemploy-
ment, latitude, longitude, population density, port tonnage, and migration.
There is no obvious relationship for most of the variables. The outlier with
respect to high latitude is North Slope, Alaska. The summer temperature
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Figure 5(i). Real wage and migration.

graph indicates a slight negative relationship of wages with summer temper-
atures, suggesting a positive amenity. The only variable that comes through
clearly is the clear association of wages with population density — a result
that has been documented for many years.

The next step is to estimate the underlying hedonic wage function. The
principal statistical results involve the OLS and TSLS estimates of the basic
hedonic wage regression in (1) above. Rewriting this in its general form, we
have

wj = ale+a2Cj+a3Zj+€j (1)

The bold letters indicate vectors, and the j subscripts indicate that the
observations are over the 3105 counties. The Z; are the exogenous variables
affecting supply, while the €] are the disturbances to the supply equation. In
the OLS approach, we simply estimate (1’). In the TSLS approach, we treat
the density variable, L?, as endogenous and use omitted exogenous variables
from the demand equation as instruments for the endogenous variable. It
will be useful to present simple regressions. These are the log of real wages
on temperature, temperature and log density, and these variables plus state
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dummy variables. The first set is unweighted; the second group is wage-
weighted.

Coefficient (x 100)

Specification On temp. Std error t-statistic
Variables: C, TEMP

(unweighted) 0.1626 0.0290 5.60
Variables: C, TEMP, LDENS

(unweighted) 0.0501 0.0278 1.80
Variables: C, TEMP, LDENS,

STATE DUMMIES (unweighted) -0.0456 0.0367 -1.24
Variables: C, TEMP

(wage weighted) -0.0368 0.0233 -1.58
Variables: C, TEMP, LDENS

(wage weighted) 0.2417 0.0203 11.89
Variables: C, TEMP, LDENS,

STATE DUMMIES (wage unweighted) -0.3901 0.0301 -13.00

None of the temperature coefficients is large. Although three are statis-
tically significant, the signs are inconsistent. The temperature coefficient is
a semi-elasticity. The first coefficient indicates that a 1°F change in temper-
ature is associated with a 0.16% increase in wages, or a 0.16% disamenity
premium. The semi-elasticities range from minus 0.39% to plus 0.24%.

We now turn to the full regression analysis. Begin with the standard
version of the hedonic equation (1’). This equation has the real wage rate
on the left-hand side and a group of climatic, geographic, and socioeconomic
variables on the right-hand side. The climatic variables are a cubic function
of temperature, a quadratic function of precipitation, and interaction terms.
The geographic variables include latitude, longitude, contiguous bodies of
water (such as ocean, the Great Lakes, and navigable rivers), and interaction
terms. The socioeconomic variables include the unemployment rate, the
density of the population, education, and ethnic variables.®

To deal with simultaneous-equation bias, we treat wages and popula-
tion density as endogenous and use TSLS. As an instrument for population

®We originally intended to include other demographic variables such as the crime rate,
pollution, and data on other demographic groups. These were, however, not available on a
comprehensive basis. Tests of the relationship with these variables for counties where the
data were available did not indicate any economically significant difference in the outcome.
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density, we used a variable we call BROA DX, which is roughly equal to em-
ployment in exogenous or “exports” industries in a county per unit of area.
BROADX begins with “broad export employment,” which includes employ-
ment in those industries in a county that we reckon to be relatively inde-
pendent of the climate and other excluded labor-supply variables. Mining is
a good example. The presence of mining output in a county is determined
by geological considerations and is unlikely to be affected by variables af-
fecting the supply of labor. (One of the largest observations for BROADX
is the county containing North Slope, Alaska.) Other industries composing
the broad instrument are manufacturing, fisheries, water transportation, and
military. We then take total employment in these industries, divide it by
the area, and define this to be BROADX, which is then assumed to be an
instrument for population density.

Table 1 shows the definitions of the variables, and Table 2 shows the
results of the basic OLS regression. It will be useful to focus on the coefficient
of TEMP. Because we have removed the means from the variables, this
coefficient gives the impact of a 1°F increase in temperature on the log of
average wages at the mean of the sample. The semi-elasticity of 0.0075
indicates that at the mean of the sample, a 1°F increase in temperature
(other things being equal) is associated with a 0.75% increase in wages.
The hedonic interpretation of this coefficient is that higher temperatures are
undesirable and require a compensating wage differential of slightly less than
1% per °F increase.

The TSLS regression in Table 3 shows that simultaneous-equation bias is
a significant problem. The semi-elasticity on mean temperature is reduced by
approximately half, as would be expected if the warm climates are associated
with higher productivity. Other variables are relatively less affected.

In both the OLS and the TSLS equations, density is an extremely pow-
erful variable. This relationship was interpreted long ago in Nordhaus and
Tobin as an “urban disamenity premium” (Nordhaus and Tobin, 1973). This
study shows that the premium is also apparent when extended to all US
counties and when corrections are made for regional cost of living differ-
ences and for the simultaneous-equation bias. It is notable that the actual
size of the urban disamenity premium is reduced by approximately half in
the TSLS estimates.

Figure 6 shows a plot of “conditional wages” against mean county tem-
perature. Conditional wages are calculated as wages after removing the pre-
dicted impact of the non-temperature variables on wages. This figure allows
us to get a visual impression of the partial relationship between wages and
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Table 1. Variable list in regression analysis.

TEMP = Temperature by county (degrees F, deviation from national average).

TEMP2 = TEMP ? = temperature squared

TEMP2 = TEMP = temperature cubed

PREC = Precipitation by county (inches per month, deviation from national average).

PREC2 = PREC? = precipitation squared

TEMPREC = TEMP x PREC = interaction of precipitation and temperature

XTI, XT4, XT7, XT10 = Temperature by county for January, April, July, October (degrees F, deviation
from national average annual average).

XP1, XP4, XP7, XP10 = Precipitation by county for January, April, July, October (inches per month,
deviation from national average annual average).

X(s,t)2 = X(s,t)%, wherei=Pand T, t=1,4,7, 10

LDENS = log of density (persons per square mile)

LDENS 2 = square of LDENS ’

COLGRAD = Fraction of population with a college degree

HSGRAD = Fraction of population with a high-school degree

POPHISP = Fraction of population with Hispanic origin

LAT = Latitude (deviation from national average)

LONG = Longitude (deviation from national average)

LAT2 = LAT = latitude squared

LONG2 = LONG* = longitude squared

LATLONG = LAT x LONG = interaction of latitude and longitude

OCEAN = | if county on ocean, 0 otherwise

OCEANLAT = OCEAN x LAT = interaction of ocen and latitude

OCEANLON = OCEAN x LONG = interaction of ocean and longitude

OCEANLL = OCEAN x LONG x LAT = interaction of ocean, latitude, and longitude

TEMPOCEA = TEMP x OCEAN = interaction of temperature and ocean

PRECOCEA = PREC x OCEAN = interaction of precipitation and ocean

MISRIVER = 1 if on Mississippi River, 0 otherwise

TONPORT = Annual tonnage transshipped in port county

PORT = | if on a navigable waterway, 0 otherwise

GL = 1 if on Great Lakes, 0 otherwise

UR = Unemployment rate in county, 1982

LBROADX = Logarithm of instrumental variable for density. Instrument is equal to total employment in
“exogenous” sectors per square mile as an instrument for density. Exogenous sectors are mining,
manufacturing, water transportation,and military.

LBROADX2 = LBROADX ? = squared instrument.
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Table 2. Ordinary least squares estimates of hedonic regression.

LS // Dependent Variable is LAVI4
Weighting series: WTWAG
Included observations: 3105

Yarigble Coefficient Std. Error
C 1.798495 0.026685
TEMP 0.007549 0.001092
TEMP2 -8.86E-06 4 81E-05
TEMP3 -1.37E-05 1.51E-06
PREC -0.013303 0.003814
PREC2 0.002717 0.001042
TEMPREC 0.001634 0.000285
XP1 -0.037747 0.003492
XP7 -0.021746 0.003439
XP12 0.001042 0.000889
XP72 0.004429 0.000741
XT1 -0.004795 0.002199
XT7 0.004192 0.002489
XT12 0.000193 0.000112
XT72 -9.69E-05 0.000122
LAT -0.006051 0.002131
LONG 0.003410 0.000394
LAT2 -0.000810 0.000104
LONG2 -2.20E-05 1.14E-05
LATLONG 0.000328 4.61E-05
LDENS 0.057761 0.005542
LDENS2 -0.001109 0.000379
OCEAN -0.032275 0.003129
OCEANLAT -0.007299 0.001922
OCEANLON 0.002024 0.000204
OCEANLL 1.18E-05 341E-05
TEMPOCEA -0.004292 0.001327
PRECOCEA 0.010062 0.003924
COLGRAD 1.392918 0.051845
HSGRAD -0.081877 0.046412
POPHISP -0.222265 0.017078
UR 2.027405 0.077377
CAPITAL 0.038138 0.002640
GL 0.069676 0.003890
MISRIVER -0.033337 0.005866
TONPORT 0.000966 5.87E-05
PORT 0.013588 0.002809
Weighted Statistics

R-squared 0.999914

Adjusted R-squared 0.999912

S.E. of regression 0.106667

Sum squared resid 34.64586

Log likelihood 2573.600
Prob(F-statistic) 0.000000

Date: 07/16/96 Time: 15:01

Sample: 1 3105

Statisti

67.39679
6.912732
-0.184174
-9.097270
-3.487677
2.606923
5.7137221
-10.80945
-6.323522
1.172198
5.974525
-2.179995
1.684050
1.731521
-0.792975
-2.839522
8.648773
-1.777373
-1.939289
7.132112
10.42297
-2.924014
-10.31390
-3.798457
9.921202
0.345934
-3.234574
2.564359
26.86723
-1.764131
-13.01497
26.20161
14.44480
17.91220
-5.683345
16.44146
4.837705

{State dummy variables included but not listed here.}

Mean dependent var
S.D. dependent var
Akaike info criterion
Schwarz criterion
F-statistic

0.0000
0.0000
0.8539
0.0000
0.0005
0.0092
0.0000
0.0000
0.0000
0.2412
0.0000
0.0293
0.0923
0.0835
0.4279
0.0045
0.0000
0.0000
0.0526
0.0000
0.0000
0.0035
0.0000
0.0001
0.0000
0.7294
0.0012
0.0104
0.0000
0.0778

0.0000
0.0000

0.0000
0.0000

0.0000

2.345064
11.38574
~4.456943
-4.340213
599363.9
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Table 3. Two-stage least squares estimates of hedonic regression.

TSLS // Dependent Variable is LAVI4 Date: 07/16/96 Time: 15:06

Weighting series: WTWAG Sample: 1 3105

Included observations: 3105

Instrument list: C TEMP TEMP2 TEMP3 PREC PREC2 TEMPREC XP1 XP7 XPI2 XP72 XT1 XT7 XTI12 XT72 LAT
LONG LAT2 LONG2 LATLONG LBROADX LBROAD2 OCEAN OCEANLAT OCEANLON OCEANLL TEMPOCEA
PRECOCEA COLGRAD HSGRAD POPHISP UR CAPITAL GL MISRIVER TONPORT PORT [plus state dummies)]

Variable Cocflicient Std. Error t-Statistic Prob.
C 1.871938 0.030094 62.20278 0.0000
TEMP 0.003824 0.001139 3.358667 0.0008
TEMP2 0.000128 5.03E-05 2.538596 0.0112
TEMP3 -1.06E-08 1.57E-06 -6.734890 0.0000
PREC -0.013176 0.003927 -3.355173 0.0008
PREC2 0.005420 0.001082 5011494 0.0000
TEMPREC 0.001152 0.000295 3.911870 0.0001
XP1 -0.044105 0.003621 -12.18047 0.0000
XP? <0.023220 0.003553 -6.535569 0.0000
XP12 0.002219 0.000917 2.421004 0.0155
XP72 0.002588 0.000769 3.365319 0.0008
XT1 -0.014905 0.002395 -6.222615 0.0000
XT7 -0.009926 0.002776 -3.575968 0.0004
XT12 0.000144 0.000115 1.250632 0.2112
XT72 -0.000607 0.000131 -4.650234 0.0000
LAT -0.009849 0.002201 -4.474471 0.0000
LONG 0.004215 0.000409 10.31163 0.0000
LAT2 -0.000883 0.000107 -8.229467 0.0000
LONG2 -1.16E-05 1.18E-05 -0.982138 0.3261
LATLONG 0.000432 4.77E-05 9.046894 0.0000
LDENS 0.033281 0.006729 4.945790 0.0000
LDENS2 0.001469 0.000469 3.134454 0.0017
OCEAN -0.033070 0.003222 -10.26506 0.0000
OCEANLAT -0.011037 0.002025 -5.451528 0.0000
OCEANLON 0.001970 0.000210 9.380862 0.0000
OCEANLL -4.83E-05 3.52E-05 -1.369523 0.1709
TEMPOCEA -0.006266 0.001392 -4.502148 0.0000
PRECOCEA 0.005198 0.004045 1.285010 0.1989
COLGRAD 1.138727 0.056539 20.14041 0.0000
HSGRAD -0.000949 0.048609 -0.019533 0.9844
POPHISP <0.258311 0.017672 -14.61693 0.0000
UR 1.684756 0.083587 20.15567 0.0000
CAPITAL 0.034771 0.002744 12.67172 0.0000
GL 0.065392 0.004043 16.17236 0.0000
MISRIVER -0.030927 0.006084 -5.083507 0.0000
TONPORT 0.001164 6.27E-05 18.57184 0.0000
PORT -0.004305 0.003043 -1.414570 0.1573
[State dummy variables included but not listed here.]
Weighted Statistics
R-squared 0.999909 Mean dependent var 2.345064
Adjusted R-squared 0.999907 S.D. dependent var 11.38574
S.E. of regression 0.109773 Akaike info criterion -4.399540
Sum squared resid 36.69285 Schwarz criterion -4.282810
F-statistic 565933.9 Durbin-Watson stat 2.047551

Prob{F-statistic) 0.000000
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Figure 6. Conditional wages and temperature by county. Conditional wages
are wages less estimated impact of non-temperature variables on wages. That
is, if w = f(T)+ g(Z) + € is the estimated relationship, then stripped wages
= w* = w—-¢(Z) = f(T)+ e. This shows graphically the conditional
relationship between wages and mean temperature.

temperature after allowing for the estimated impact of density, unemploy-
ment, precipitation, and other variables. (The top and bottom 10 counties
have been trimmed to fit the graph.) The overwhelming impression of this
graph is the loud noise and weak temperature-on-wage signal.

We next show in Figures 7(a)-7(e) a number of conditional predictions of
the hedonic value of climate. For each of these, we have taken the coefficients
from the TSLS equation in Table 3 and changed the sign to reflect the
hedonic interpretation that lower wages are interpreted as higher amenity
values. These figures indicate that the preferred climate is slightly below
the national mean [see Figure 7(a)]. The premium on warmer climates is
strongly positive for colder regions. Note as well the strong value of warm
winters and warm summers in Figures 7(c) and 7(d). The density disamenity
premium is shown in Figure 7(e).
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Figure 7(a). Estimated hedonic value of mean temperature.
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Figure 7(b). Estimated hedonic value of mean precipitation.
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Figure 7(e). Estimated hedonic value of density.

5.2. Impacts of climate change

We next estimate the impact of climate change on climate amenities for
the USA. The standard technique for making this calculation is the “snap-
shot” approach. In the snapshot approach, we impose the estimated climate
change over the next century or more on the ezisting economic and demo-
graphic structure assuming no future change in the distribution of income or
population.

The basic approach is straightforward. We begin with the hedonic es-
timates of the value of climate shown in Table 3. We then calculate the
estimated amenity value of current climate and the estimated amenity value
of the projected future climate. The estimated impact of climate change on
amenities is simply the difference between the two estimates. The snapshot
approach assumes that the distribution of the population is unchanged; that
the hedonic prices of climate in the future will be the same as today; and
that the other exogenous variables are unchanged. Obviously, these are ma-
jor oversimplifications, but they are useful as a first step in the estimation.

We begin by showing in Table 4 the impact of climate change for a
standardized climate change scenario. The standardized scenario is a 1°F
increase in temperature and 0.5% increase in precipitation. Table 4 shows
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Table 4. Impact of normalized 1°F climate change on climate amenities*
(equations are OLS unless noted).

Hedonic Impact
Specification (percent of total wages)  Log likelihood
Weighted
STANDARD -0.370 2573.6
STANDARD (TSLS) -0.007 na
TEMP 0.036 -1608.8
TEMP PLUS STATE DUMMIES 0.039 -1603.8
TEMP, TEMP2 -0.080 -1557.5
TeEMP, TEMP2Z, TEMP3 -0.034 -1555.8
TEMP, TEMP2, TEMP3, PREC -0.160 -1474.9
TEMP, TEMP2, LDENS -0.221 -976.0
TEMP, TEMP2, LDENS, PREC -0.199 -975.1
TeEMP, TEMP2, LDENS, PREC, UR -0.151 -267.7
STANDARD WITHOUT UR -0.250 2569.3
STANDARD WITH LAVI2 (TSLS) 0.088 na
STANDARD WITH LAVI3 (TSLS) 1.032 na
STANDARD WITH CENSUS WAGE (TSLS) -0.059 na
Unweighted
STANDARD 0.143 2993.7
STANDARD (TSLS) 0.521 na
TEMP -0.162 1898.8
TEMP, TEMP2 -0.208 1910.5
TeEMP, TEMP2, TEMP3 -0.183 1920.4
TEMP, TEMP2, LDENS -0.133 21549
TEMP, TEMP2, LDENS, PREC -0.180 2226.1
TEMP, TEMP2, LDENS, LPREC -0.266 2308.7
TeEMP, TEMP2, LDENS, PREC, UR -0.133 2290.8

*The results here correspond to a uniform 1 degree F warming along with a % percent increase in
precipitation. A positive sign indicates a benefit of warming, while a negative sign indicates warming is penalized.
Note that a log likelihood difference of 3.3 corresponds to a significant difference at a 1 percent level of confidence
for normal variables with one variable excluded. With 50 variables excluded, a log likelihood difference of 32 is
significant at the 1 percent confidence level.
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Table 5. Estimates of impact of global warming on real income in the
USA.*

Impact on Average Standard Deviation

Experiment Real U.S. Income of County Income
Impact of Doubling CO,
Concentrations**

As % of wages -0.35 2.63

As % of GDP -0.17 1.24

* This estimate uses the two-stage least squares, with broad income per unit area as
an instrument for density, with state dummy variables. The underlying equation is
shown in Table 3.

** CO, doubling is modeled as a uniform increase of 8.02 degrees F in temperature
and a uniform increase of 4.04 percent in precipitation. This is the wage-weighted
uniform climate change.

the impact as a percentage of wages in the first numerical column along
with the log likelihood ratio of the regression equation in the last column. It
is clear that the preferred specification shown in Tables 2 and 3 have much
higher likelihood than the other specifications; on the other hand, alternative
approaches give quite different estimates of the hedonic impact of climate
change.

We next show the results of the preferred equation in Table 3 with the
uniform national climate change scenario discussed above. This result is
shown in Table 5. For the preferred equation, the central estimate is that an
equilibrium CO, doubling causes amenity losses of about 0.35% of aggregate
US wages. This is the equivalent of about 0.17% of US GDP. At 1995 levels
of prices and incomes, this represents US$12 billion per year.

Figure 8 and the last column of Table 5 shows the distribution of the
hedonic estimate of climate change amenities by county. The distribution
is centered about —-1.3% of wages and is skewed to the right. The primary
gainers from global warming in the USA are the very cold regions of Alaska
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0

Figure 8. Distribution of impacts of CO2 doubling on individual counties.
(The underlying variable is the change in hedonic income in each county
from a CO; doubling. The highest and lowest 10 have been excluded to
increase the scale).

and the northern plains states. The unweighted mean of the counties in
Figure 8 is less than the weighted mean shown in Table 5 because colder
regions are relatively sparsely populated.

5.3. Results of alternative specifications

We have undertaken extensive sensitivity analysis to test for the robustness
of the results. The principal results are shown in Tables 4 and 6. As will
be shown formally below in the bootstrap estimates, the results are quite
fragile. Climate is never very important as a determinant of wages, so there
is a risk that climate will proxy for omitted variables. The central estimates
indicate that global warming will on balance have a small amenity effect,
but there is great variation around this central prediction depending on the
exact specification.

The results for the different principal specifications are shown in Tables
4 and 6.

o The results are extremely sensitive to the choice of climate model, but
the differences among the three consensus models is quite small.



Table 6(a). Hedonic impact using different wage series (ordinary least squares estimates).

S - LAVI4 - ' LAVMREIS - g LAVI3 . LAVI4 Unweighted :
¥ Model Impacts: %% Siates .- NoStates-  States *.No States * i States .-No Stated - 5 Stated¥; No Stated % ¥
"[Portfolio NIEED .5.98 402 266 | 492 -1.71 0.57 1.59
|Average of Models <332 -4.85 -5.83 1.64 -6.60 -0.03 1.12 5.16
Uniform National Average 1 264 -5.96 -3.03 -348 -1.59 -2.52 0.86 324
[Two-Stage Least Squares Estimates]
. : . 2+ LAVI4® .. .- LAVMREIS .. LMWFMRWR: .- i 6 LAVI3, LAVI4 Unwelghted .
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Uniform National Average -0.36 -2.98 455 538 450 341 BEERY 4.60 3.74 436
LAVI4:

Eamings in each of the 10 major full-time industries was divided by employment and the national average hours worked in that industry.
The weighted average of these wage rates was taken, with the weights being national employment in that industry.
The series was calculated for 1979, 1982, and 1986, and the average of the three years was taken.

LAVMREIS:
REIS manufacturing eamings divided by manufacturing employment time the national average hours worked in manufacturing.
The series was calculated for 1979, 1982, and 1986, and the average of the three years was taken.

LMWFMRWR:

Average weekly eamings of production workers in facturing divided by weekly hours worked, from the Census.

LAVI3: .
Similar to LAVI4, except that it includes only the 6 major full-time industries.

LA V14 Unweighted:
Same as above, except that regression is not wage-weighted.
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e The results are quite sensitive to the weighting. This is shown in Tables 4
and 6 by comparing the results with wage weighting and without weight-
ing. Estimates that do not weight by the relative economic importance
of different counties tend to show a gain from climate change.

e There is some inconsistency among the different wage indexes. Looking
at the last row of Table 6(a), which contains the TSLS estimates, the
preferred LAVI4 index suggests a small impact of global warming on cli-
mate amenities, while the three other wage indexes indicate a significant
positive amenity from global warming. The difference between the wage
series is maintained in the OLS estimates in the top half of Table 6(a).
Although LAVI4 is conceptually superior to the other wage indexes, it
is noteworthy that the other indexes all show higher estimates for the
amenity impacts.

5.4. Results of bootstrap simulations

For complicated models like the present one, it is useful to apply “bootstrap”
techniques to indicate the statistical reliability of the results. Bootstrap pro-
cedures estimate reliability by replicating the estimates over a subsample of
the original sample. Under ideal conditions (such as normality), a bootstrap
estimate can provide an unbiased estimate of the distribution of parameters
of interest.

In the case at hand, we are interested in estimating the robustness of our
estimates of the hedonic impact of global warming. The amenity impact, call
it H,is a function of the set of included variables ({) as well as the sample
data (z) for N observations; that is, H = h({,z,N). We calculate a “data
bootstrap” distribution of H by taking repeated subsamples of M C N.
We also consider a “specification bootstrap,” which considers alternative
specifications of the hedonic equation.

Bootstrap Replications for the Data

We first present a data bootstrap estimate of the hedonic impact of climate
change, H = h((,z, N), where we examine only the potential sampling error.
For this estimate, we hold the specification (¢) fixed and subsample from
the 3105 counties. For this purpose, we use the basic weighted equations
in Table 3 along with the uniform national climate change scenario. The
exact procedure is to replicate the estimate with repeated subsamples of the
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10
Series: SUMNTSLS
Sample 1 88
Observations 88
Mean 0.041870
Median 0.034666
Maximum 0.224118
Minimum -0.090342
Std. Dev. 0.056233
Skewness 0.502075
Kurtosis 3.509577
Jarque-Bera 4.649285
Probability 0.097818

0.

, Hedonic parameter (H)

Figure 9. Distribution of impacts of CO2 doubling using data bootstrap
estimation. (The parameters are the estimated impact of a CO; doubling as
a fraction of aggregate wages. These estimates correspond to the two-stage
least squares specification in Table 3. The bootstrap sample is determined
by drawing half of the counties at random with replacement.)

county data. For these, we conduct our subsampling by choosing half of the
sample randomly and without replacement.®

Figure 9 shows the distribution of estimates of the hedonic impact of
climate change. These replications give a mean positive 4.2% amenity im-
pact, with a standard deviation of 5.6%. This distribution indicates that
with the present data set we cannot judge whether the amenity impact is
positive or negative. Indeed, about 80% of bootstrap samples have a positive
hedonic value of climate change. Similar results are given by the bootstrap
replications for the OLS estimates.

The unsettling result here is that the central tendency of the bootstrap
estimate is markedly larger than that of the basic result shown in Table 5
(the mean of the bootstrap sample in Figure 9 is well determined). This
shows the fragility of the relationship. In principle, the estimated central
tendency of the bootstrap sample should be the same as the underlying
regression, but non-normal errors can lead to differences in mean estimates.

8This procedure was suggested by John Hartigan, who also made a number of helpful
comments on the bootstrap procedure. The procedure employed is a “delete-half” jack-
knife, in which each observation has a probability of one-half of inclusion. For a discussion
of bootstrap approaches, see Efron and Tibshirani (1993).
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Bootstrap Replications for the Specifications

We have in addition developed a novel procedure that is called a specification
bootstrap to test for the sensitivity of the results to different specifications.
The idea here is as follows. As described in the last section, we are inter-
ested in estimating the hedonic impact of climate change, H = h((,z, N).
In addition to sampling issues, there are clearly uncertainties about the
specification. Say that the hedonic function is estimated with variable set
¢ = ((1y---,CK), where the vector ¢ represents the K possible included
variables.

The standard approach to specification is to use maximum likelihood
as a method of inclusion. This is useful but fails to give a measure of the
sensitivity of the outcome to alternative specifications. Instead, we propose
using a specification bootstrap. The simplest approach is to assume that
we are unsure about which variables to include. We represent inclusion of
the ith variable as (; = 1 while exclusion is {; = 0. Assuming that we
are uninformed about which variables belong in the relationship and which
should be excluded, we take samples of M of the K possible variables. (Tlere
are obvious extensions for nonindependence and not-equally-likely cases, but
those are not pursued here.) We then examine the distribution of H for a
sample of the potential specifications.

For this purpose, we set M = 6; that is, we assume that 6 of the non-
central 56 included variables are the appropriate ones. The actual specifi-
cation chosen is a two-stage least squares estimate with a constant, a linear
temperature term, the two density variables and their instruments for the
first stage, and 6 randomly chosen included variables from the other 56 vari-
ables included in the preferred equation shown in Table 3. We randomly
sample 100 from the 32 million possible specifications. Figure 10 shows the
estimates from the specification bootstrap simulation. The central tendency
for the TSLS specification yields a negative hedonic relationship with an
amenity impact of —3.5% and a standard deviation of 3.6%. (The corre-
sponding preferred estimate for the TSLS is —0.17.) The central tendency of
the specification bootstrap is the mirror image of the data bootstrap, being
less than the preferred estimate. The uncertainty in the specification boot-
strap is somewhat less than that in the data bootstrap in part because three
variables were included in all specifications.
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Series: SPENTS6A
Sample 1 100
Observations 100

Mean -0.030640
Median -0.023424
Maximum 0.041513
Minimum -0.133293
Std. Dev. 0.032370
Skewness -0.933334
Kurtosis 4423724

Jarque-Bera 22.96431
Probability 0.000010
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Figure 10. Distribution of impacts of CO,; doubling using specification
bootstrap estimation. (The parameter is the estimated impact of a CO,
doubling as a fraction of aggregate wages, H. These estimates correspond to
the two-stage least squares specification in Table 3 and the central estimate
of the hedonic parameter shown in Table 5. The specification bootstrap is
generated by drawing 6 of 56 variables.)

Conclusion on Uncertainty of Estimate

Weighing the alternative specifications along with the bootstrap results, we
conclude that it is not possible with the available evidence to determine
the amenity impact of climate change for the USA. The preferred estimated
impact of an equilibrium CQ; doubling, using the TSLS regression and uni-
form climate change, is —-0.37% of total wages. For the simplest specifications
shown above, the impact ranges between —1.9 (£0.16)% and +3.1 (£0.24)%
of wages. The range of estimates in the specifications in Table 4 is from
-3.0% to +8.0%. The range of estimates for different wage series shown in
Table 6 is from —6.0% to +4.6%. The estimates for the different climate
models range from -15.9% to +26.7% of wages. For the data bootstrap the
estimated impact is +4.2 (£5.6)% while for the specification bootstrap the
estimated impact is ~3.5 (£3.6)% of total wages.

Taking all these estimates, the best judgment would seem to be that we
are at this time unable to reliably determine the impact of global warming on
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climate amenities. The most likely value of the amenity impact is —-0.35% of
total wages (or —0.17% of total output). I regard the estimated variation from
the bootstrap replications as most reliable and estimate that the uncertainty
of the estimate is about 5% of wages (or 2.5% of output).”

5.5. Results of alternative studies

It is useful to consider how this research compares with earlier research on
the subject. The only comparable study is that of Hoch and Drake (1975).
They used a technique quite similar to that shown in Table 2, estimating
OLS regressions of wages on climate and other variables for three samples
of workers, using wages for specific occupations, in 43 to 86 metropolitan
areas. The climate data were relatively comprehensive, although in the end
only precipitation, temperature, and their interactions were used.

Their statistical results are difficult to interpret because of the numerous
unpooled samples and inconsistent inclusion of variables. In addition, they
did not consider the potential for simultaneous-equation bias, nor did they
allow for the possibility of a systematic North-South wage differential. The
only robust result is the strong negative sign on summer temperature (in 33
of the 34 subsamples reported in the Appendix), with a smaller coefficient
but inconsistent sign on winter temperatures. This result led Hoch and Drake
to conclude that a 1°F warming would lead to a gain in living standards of
approximately US$1.6 billion in 1974. This represents a semi-elasticity of
0.11% for 1974 GDP. Scaling this to a baseline warming of 8°F (or 4.5°C)
for an equilibrium CO; doubling used in this study yields a gain of 0.88% of
US GDP. In the CIAP study, the effect on amenities through wages was the
single largest impact. All other impacts totaled US$0.67 billion, or about
40% of the effect on amenities.

The results of the present study are quite different from the earlier Hoch
and Drake study. I interpret the inconsistent results as an indication of the
fragility of the estimates to both data and specification differences. The
larger sample size in the current study allowed us to control for other fac-
tors, such as the North-South wage differential, which explains much of OLS
temperature-wage correlation. Other differences are that the present study
has a much larger and more comprehensive sample — 3105 counties and com-
prehensive wage data — and that it has a correction for regional cost of living
differentials.

"These figures are derived by combining the basic estimate in Table 5 with the bootstrap
replications in Figures 9 and 10 along with the results of alternative specifications. Each
of these four sets of estimates is equally weighted and assnmed to be normally distributed.
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6. Conclusions

The present study estimates the impact of greenhouse warming on climate
amenities. The amenities associated with climate change include the effects
on the value of directly “consumed” climate as well as those on leisure and
other nonmarket activities that are complementary with climate. In the
first case, climate may affect preferences directly, as in the cases of direct
enjoyment of beautiful blue skies or cold, crisp nights in the mountains.
The second case — which is more complex and probably more important —
comes as climate interacts with other goods and services in the production
of amenities; this would include the combination of warm weather, high surf,
and surfboards in the production of surfing amenities or other consumption
activities such as hiking, sledding, sunbathing, gardening, or powder-snow
skiing. Additional cases of indirect effects would arise through the impact
of climate on pollution and health.

Analytically, measuring the value of climate is difficult because climate
is a public good rather than a private good bought and sold on markets. Be-
cause there are no market transactions for climate, we must infer its value
indirectly froin individual choices in other areas. The area studied here is in-
dividual locational choices as they interact with the labor market, using the
technique of wage hedonics to estimate the impact of climate on economic
well-being. The first step of the estimation is to determine the correlation
between climate (as an exogenous variable) and wages (as an endogenous
variable) for the USA. This estimation addresses the issue of simultaneous-
equation bias, which has generally been overlooked up to now. Using data on
3105 counties, our preferred relationship indicates a small positive relation-
ship of mean temperature and real wages. The interpretation of this result
is that warming would be associated with an decrease in economic welfare.

The second step of the process is to combine estimates of the amenity
value of climate with climate change projections. This is accomplished by
using the results of simulations of a number of GCMs that calculate the
impact of greenhouse warming on climate. The GCMs project an average
increase of 8°F (4.5°C) along with an increase in precipitation of 4% from an
equilibrium CQO; doubling. Using the uniform climate change scenario, we
estimate that an equilibrium CO, doubling would be associated with 0.35%
higher wages averaged across US counties; this is the equivalent of about
0.17% of GDP.

Under hedonic theory, wage differentials associated with different cli-
mates represent the amounts necessary to compensate people for the asso-
ciated amenities. Qur preferred equation projects that an equilibrium CO,
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doubling would produce disamenities amounting to 0.35% of wages or about
0.17% of GDP. However, alternative specifications give markedly different
estimates. Weighing all the different specifications and bootstraps, the most
likely impact is a disamenity of 0.35% of total wages (or 0.17% of total out-
put) with an uncertainty or standard error on this estimate of 5% of wages
(or 2.5% of output).

How do amenity impacts compare with other estimated economic im-
pacts of climate change? Up to now, the only sectors with rigorous esti-
mates of the impact of climate change are agriculture, energy, and sea-level
rise. Although different studies have slightly different results, it is fair to
say that the sum of the reliable estimates of the impact of global warming
is very close to zero for the USA. This number consists of small losses from
sea-level rise (less than 0.1% of GDP), a small gain in heating and cooling
(less than 0.1% of GDP), and no net impact on agriculture. The present re-
sults suggest that inclusion of amenities does not change the overall picture
dramatically, but the uncertainties surrounding amenity impacts swamp the
impacts identified to date.

We must emphasize that the estimated relationship between climate
change and amenity values is extremely fragile. The bootstrap estimates for
data and for specification uncertainty indicate that it is difficult to determine
whether the amenity value of climate change will be positive or negative.

Physicists have grown accustomed to the Heisenberg uncertainty prin-
ciple, which concerns the limits to observability of physical systems. There
may be a behavioral uncertainty principle operating in the social sciences.
This principle holds that because of the complexity of human systems and
the difficulty of establishing cause-effect relationships, it is sometimes impos-
sible to accurately forecast the impact of exogenous or policy changes. In the
case at hand, we are blessed with reliable and comprehensive data covering
an enormous range of experience for the variables of interest of temperature,
wages, and demographics. Yet the underlying complexity of labor markets
is so great, and the wage-temperature relationship so noisy, that it appears
that we cannot accurately project the impact of global warming on climate
amenities over the coming decades.
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Climate Change, Global Agriculture, and
Regional Vulnerability*

John Reilly
Natural Resources and Environment Division,
Economic Research Service, USDA, Washington, DC, USA

1. Introduction

The potential impacts of climate change on agriculture are highly uncer-
tain. The large number of studies conducted over the past few years for
many different sites across the world show few, if any, robust conclusions
about either the magnitude or direction of impact for individual countries
or regions. Where apparent consensus exists, it frequently appears to occur
because only one or two studies have been conducted using a single climate
scenario. Many such studies have focused on 2xCQO; general circulation
model (GCM) equilibrium scenarios. These do not begin to describe the
variety of climatic conditions any particular region is likely to experience as
the actual climate changes over time.

Potential future climate changes are also made more uncertain because
of the recently recognized role of sulfate aerosols, which may partly offset the
warming expected from increased concentrations of carbon dioxide (CO3),
methane, nitrous oxide, and other radiative trace gases. The significant
spatial variation in sulfate aerosol concentrations means that the regional
pattern of climate change may be quite different from that simulated on
the basis of a CQOy increase alone. The short lifetime of aerosols in the
atmosphere (a few days) means that if the use of high-sulfur coal in India or
China increases or efforts to control sulfur emission in the USA or Europe are
intensified the spatial pattern of climate change could change significantly
within a relatively short period of time due to changes in the aerosol cooling
effect.

Different impact methodologies also yield widely varying results con-
cerning the direct impacts of climate change on crop yields and agricultural

*An earlier version of this paper was originally prepared for the Food and Agriculture
Organization. The views expressed in this paper are those of the author and do not neces-
sarily reflect the views of the Department of Agriculture or the United States Government.
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production, even when the same region and the same climate scenarios are
examined. The socioeconomic environment, agricultural technology, and
natural resource base will also necessarily undergo profound changes over
the next 100 years whether agriculture meets the many challenges of feeding
the world’s growing population or fails to do so.

The robust conclusion that does emerge from impact studies is that
climate change has the potential to significantly change the productivity of
agriculture at most locations. Some currently highly productive areas may
become much less productive. Some currently marginal areas may benefit
substantially, while others may become unproductive. Crop yield studies
show regional variations of +20%, 30%, or more in some areas and equal
size losses in other areas. Most areas can expect change and will need to
adapt, but the direction of change, particularly of precipitation, and required
adaptations cannot now be predicted; moreover, it may never be possible to
predict them with confidence. Current evidence suggests that regions near
the poles where agriculture is limited by short growing seasons are more
likely to gain while subtropical and tropical regions may be more likely to
suffer drought and losses in productivity. However, these broad conclusions
hardly provide the basis for mapping out a long-term strategy for agricultural
adaptation. Thus, policy must retain flexibility to respond as conditions
change.

A further issue is how climate change impacts on agricultural production
fit within the other pressing challenges facing agriculture in different regions
of the world. Is climate change a minor threat, likely to be undetected
among the many changes that will reshape the agricultural sectors of the
world’s economies? Or is it another critical challenge to an agricultural sec-
tor straining to cope with growing population, resource degradation, tighter
constraints on available resources, and exhaustion of technological capabili-
ties to expand production using existing land and water resources?

It is useful to place some of the 2xCO, agricultural projections in the
context of other future projections. If we accept long-term demographic pro-
jections, the largest absolute addition to the world’s population will occur
during the decade of the 1990s, the growth rate having already slowed from
that of the 1950s and 1960s. By the time 2xCOQy climate scenarios are ex-
pected to be realized (some time around 2100 or later), the world population
will have stabilized according to these long-term projections and agricultural
research will no longer face the challenge of improving productivity to keep
up with a growing population.
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The exercise of the previous paragraph - to think a bit about how very
different the world may be by the time the scenarios of changed climate pre-
sented by standard GCM runs may be realized — emphasizes the need for
more specific analysis about how climate will change over the next 10, 20, or
30 years rather than over the next 100 years. It also provides a caution not
to consider our response to climate change apart from our response to the
more immediate needs of agriculture: feeding a growing population where
an estimated 740 million people still suffer from hunger and malnutrition
while maintaining the productivity of basic agricultural resources and meet-
ing the demands placed on agriculture to minimize off-site damages to the
environment.

The strategy of this paper will be (1) to discuss briefly the primary
methodologies used to estimate impacts of climate change, as different meth-
ods lead to substantially different climate change impacts; (2) to review the
broad literature reporting results of crop yield studies of climate change con-
ducted for many different areas — how much (or little) do we know?; (3) to
review the set of estimates that have been made for global agricultural pro-
duction and what it means for regional agricultural impacts; (4) to discuss
the issue of vulnerability, adding a precise definition, while reviewing some
of the vulnerability concepts that have been used in the literature; and (5)
to review specific issues of adaptation — how can the world’s agricultural sys-
tem, or more to the point, those populations highly dependent on agriculture
make themselves less likely to suffer loss from climate change.

2. Impact Assessment Methodologies

Climate change presents a challenge for researchers attempting to quantify
its impact due to the global scale of likely impacts, the diversity of agricul-
ture systems, and the decades-long time scale. Current climatic, soil, and
socioeconomic conditions vary widely across the world. Each crop and crop
variety has specific climatic tolerances and optima. It is not possible to
model world agriculture in a. way that captures the details of plant response
in every location. The availability of data with the necessary geographic
detail currently is the primary limitation, rather than computational capa-
bility or basic understanding of crop responses to climate. A specific problem
has been how to incorporate the detailed knowledge of plant response into
aggregate assessments of regional assessments. In general, compromises are
necessary in developing quantitative analyses at regional scales.
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There are two basic approaches to evaluating crop and farmer response
to changing climate that have made different compromises. These are
(1) structural modeling of the agronomic response of plants and the eco-
nomic/management decisions of farmers based on theoretical specifications
and controlled experimental evidence and (2) reliance on the observed re-
sponse of crops and farmers to varying climate.

For the first approach, sufficient structure and detail are needed to repre-
sent specific crops and crop varieties whose responses to different conditions
are known through detailed experiments. Similar detail on farm manage-
ment allows direct modeling of the timing of field operations, crop choices,
and how these decisions affect costs and revenues. These approaches typi-
cally model a representative crop plant or farm. Both in the case of economic
models of farm decisions and in the case of crop response models, the origi-
nal purpose of these models was to improve understanding of how the crop
grows or how a farmer manages. In the case of models of a representative
farm, one might hope to offer prescriptive advice for the farmer: where farm
operations differ from the profit maximing (or cost minimizing) model re-
sults, it provides guidance for how farmers might improve farm performance.
In both cases, the idealized representation of the crop and farm operation
tends to give results that differ markedly from the actual experience on
farms operating under real world conditions. This may reflect the fact that
farmers do not operate as profit maximizers (they could improve their per-
formance) or that the models fail to consider some of the factors that the
farmer takes into account, such as risk, lack of immediate employment al-
ternatives, or other considerations. Because of the idealized nature of them
models, many analysts consider them to provide evidence of the potential
production or potential profitability. Imposing climate change on these mod-
els gives estimates of how potential production may change due to climate
change. Using these results as indicative of how climate will actually affect
agriculture thus rests on the assumption that the change in the potential
represents the change likely to be actually experienced. Many approaches of
this type have used detailed crop response models requiring daily weather
records. For aggregate analyses inferences concerning large areas and di-
verse production systems must be made from a relatively few sites and crops
because of the complexity of the models and the need for detailed data on
weather over a decade or more. This is the basic approach of Fischer et al.
(1994) reported elsewhere in this volume.

The work of Leemans and Solomon (1993) is in a similar vein, choosing
much simpler representations of crop/climate interactions, but is still related
to basic agronomic representation of crop growth in response to temperature
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and precipitation. The advantage of their approach is that, because of the
minimal amounts of climatic data (mean monthly data on temperature and
precipitation), the data exist to apply the crop models at a resolution of 0.5°
latitude x 0.5° longitude grids.

The second approach, relying on observed responses of crops and farm-
ers, provided some of the earliest estimates of the potential effects. The
simplest example of this approach is to observe the current climatic bound-
aries of crops and to redraw these boundaries for a predicted changed climate
(e.g., Rosenzweig, 1985). In a similar vein, researchers have applied statisti-
cal analysis of data across geographic areas to separate climate from other
factors (e.g., different soil quality, varying economic conditions) that explain
regional production differences and have used these to estimate the poten-
tial agricultural impacts of climate change (e.g., Mendelsohn et al., 1994).
An advantage of using direct evidence from observed production is that the
data reflect how farmers operating under commercial conditions and crops
growing under such conditions actually respond to geographically varying
climatic conditions. Here, the most recent work uses extremely reduced
form models (e.g., Mendelsohn et al., 1994) although estimation of more
detailed structural models is possible. Darwin et al. (1995) use revealed
evidence from geographic variation in climate in a global model, allocating
production and input use to climatically determined land classes based on
current production patterns. Climate change impacts are then simulated by
altering the distribution of land classes and assuming that when an area’s
land class changes, its underlying production level changes to that of the new
land class.! The advantage of these approaches is that the response of crops
and farmers is based on actual response under current operating conditions
rather than an idealized view of how crops and farmers respond. The basic
caveat associated with this approach is that one must have faith that land
currently producing one set of outputs can change to the new set of out-
puts once climate changes. Whether these types of approaches accurately

IThe Darwin et al. (1995) approach links the basic agricultural productivity of land
classes, described by a production function, with a computable general equilibrium model
of the world economy. Thus, actual production in a region or land class depends on
the final market clearing prices. The model also treats interactions with other sectors of
the economy, most importantly sectors that compete for land and water. My interest in
this section is in contrasting approaches nsed to estimate the initial impact of climate on
agricultural production. As demonstrated by Fischer et al. (1994), Reilly et al. (1994),
and Adams et al. (1988), given an initial climate shock on productivity there are a number
of ways to introduce this shock into a variety of different types of economic models to
generate estimates of the market impact and realized production under new equilibrium
prices.
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capture the productivity impact depends on how well they control for other
factors (such as soil quality) and whether farmers can adjust their produc-
tion as climate changes. This latter consideration leads to the interpretation
that these approaches capture the long-run equilibrium response to climate
change and may not capture adjustment costs associated with changing to
new crops and production practices.

3. Crop Response Estimates for Different
Regions of the World

Table 1 summarizes the results of the large number of studies of the impact
of climate change on potential crop production. Although the table does
not provide the detail on the range of specific studies, methods, and climate
scenarios evaluated, it provides an indication of the wide range of estimates.
The general conclusion of global studies, that tropical areas may more likely
suffer negative consequences, is somewhat supported by the results in the
table. For example, Latin America and Africa show primarily negative im-
pacts. However, very few studies have been conducted in these regions. For
Europe, the USA and Canada, and for South Asia, China, and other Asia
and the Pacific Rim, where many more studies have been conducted, the re-
sults generally range from severe negative effects (-60%, —70%, or complete
crop failure) to equally large potential yield increases.

The wide ranges of estimates are due to several, as yet unresolved, fac-
tors. Differences among climate scenarios are important and can generate
wide ranges of impacts even when identical methods for the same regions are
used. For example, a study of the potential impact on rice yields conducted
for most of the countries of South and Southeast Asia and for China, Japan,
and Korea using the same crop model found yield changes for India to range
from -3% to +28%, for Malaysia from +2% to +27%, for the Philippines
from -14% to +14%, and for mainland China from —18% to —4% (Matthews
et al., 1994a, 1994b) depending on whether the Goddard Institute for Space
Studies (GISS), Geophysical Fluid Dynamics Laboratory (GFDL), or United
Kingdom Meteorological Office (UKMO) climate scenario was used.

The impacts across sites can vary widely within a region. Thus, how
many and which sites are chosen to represent a region and how the site-
specific estimates are aggregated can have important effects on the results.
Studies for the USA and Canada demonstrate the wide range of impacts
across sites with total or near total crop failure projected every year for
wheat and soybeans at one site in the USA (Rosenzweig et al., 1994) but
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Table 1. Regional crop yield for 2xCO; GCM equilibrium climates.

Yield
Region Crop impact (%) Countries studied/comments
Latin America Maize 61 to Argentina, Brazil, Chile, Mexico.
increase Range is across GCM scenarios,
with and without the CO, effect.
Wheat -50 to -5  Argentina, Uruguay, Brazil. Range is across
GCM scenarios, with and without the CO; effect.
Soybeans -10 to +40 Brazil. Range is across GCM scenarios,
with CO; effect.
Former USSR Wheat -19 to +41 Range is across GCM scenarios and region,
Grain ~14 to +13 with CO; effect.
Europe Maize -30 to France, Spain, N. Europe.
increase With adaptation, CO; effect. Longer growing
season; irrigation efficiency loss; northward shift.
Wheat Increase or France, UK, N. Europe. With adaptation,
decrease CO:, effect. Longer season: northward shift;
greater pest damage; lower risk of crop failure.
Vegetables Increase
North America Maize -55 to +62 USA and Canada. Range across GCM
Wheat ~-100 to scenarios and sites, with and without CO; effect.
+234
Soybeaus -96 to 458 USA. Less severe or increase in yield
when CO; effect and adaptation considered.
Africa Maize -65 to +6 Egypt, Kenya, South Africa, Zimbabwe.
With CO; effect, range across sites
and climate scenarios.
Millet ~79 to -63 Senegal. Carrying capacity fell 11-38%.
Biomass Decrease  South Africa; agricultural zone shifts.
South Asia Rice -22 to 428 Bangladesh, India, Philippines, Thailand,
Maize —-65 to —10 Indonesia, Malaysia, Myanmar. Range over
Wheat —-61 to +67 GCM scenarios and sites; with CO, effect;
some studies also consider adaptation.
Mainland Rice —78 to 428 Includes rain-fed and irrigated rice.
China and Positive effects in NE and NW
Taiwan China, negative in most of the country.
Genetic variation provides
scope for adaptation.
Other Asia Rice -45 to +30 Japan and South Korea. Range is across
and GCM scenarios. Generally positive in
Pacific Rim northern Japan; negative in south.
Pasture -1 to +35 Australia and New Zealand. Regional variation.
Wheat —-41 to 465 Australia and Japan. Wide variation,

depending on cultivar.

Source: Summarized from Reilly et al.,

1996.
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wheat yield increases of 180-230% for other sites in the USA and Canada
(Rosenzweig et al., 1994; Brklacich ¢t «l., 1994; Brklacich and Smit, 1992).

Whether and how changes in a crop variety are specified in a study
can have a large impact. Studies conducted of wheat response in Australia
found impacts ranging from -34% to +65% for the same climate scenario
and site depending on which known and currently grown wheat cultivar
was specified in the crop model (Wang et al., 1992). In a similar vein,
Matthews et al. (1994a, 1994b) concluded that the severe yield losses in
South, Southeast, and East Asia for rice in many scenarios was due to a
threshold temperature effect that caused spikelet sterility but that genetic
variation with regard to the threshold likely provided significant opportunity
to switch varieties as temperatures rose. Thus, an impact analysis that
narrowly specifies a crop variety is likely to generate an estimated impact
that is much different than that of an analysis that specifies responses on
the basis of the genetic variation across existing cultivars. Some studies
have attempted to evaluate how future crop breeding may change the range
of genetic variability available in future varieties (Easterling et al., 1993).

Finally, the estimated amount of adaptation likely to be undertaken
by farmers varies. Fundamental views about how the farm sector responds
to changing conditions (of any kind) shape the choice of methodological
approach, and these methodological approaches can give apparently widely
different estimates of impact. Specification of the crop variety in a crop
response model illustrates this difference. For some analysts, the prospect
that farmers will not change the variety of crop grown over the next 100 years
as climate, technology, prices, and other factors change is so remote that they
choose to represent change among varieties as an essentially autonomous
response of the farm sector. Other analysts choose more specific crop variety
characteristics, viewing even crop variety change as neither automatic nor
without cost. For example, different varieties of wheat produce flours with
different characteristics and the cultural practices for growing spring and
winter wheat differ. Similarly, studies of impacts on Japanese rice production
estimate negative impacts for the southern parts of the country because
of the climate tolerances of Japonica rice, which is preferred over Indica
varieties in Japan (Seino, 1993).

The differences resulting from simply whether or not one assumes farm-
ers will adopt the better adapted variety are large, but these differences are
potentially greatly magnified because the series of potential adaptations are
broad with some requiring more specific recognition, action, and investment
by farmers. How do farmers choose a planting date — by planting at the
same time each year regardless of weather conditions or by planting when



55

Table 2. Major cash crops percentage yield change at two US sites (1xCO,
to 2xC0,).*

Kaiser ef al., 1993
Mount and Li, 1994 Rosenzweig et al., 1994

GISS GFDL UKMO GISS GFDL UKMO

Nebraska

Dryland maize 18 -22 19 -22 -17 -57
Dryland soybeans 24 19 14 -12 -18 -31
Dryland winter wheat 11 -3 -4 -18 -36 -33
Towa

Dryland maize 22 -24 3 -21 =27 -42
Dryland soybeans 15 17 -1 -7 -26 -6
Dryland winter wheat 0 -6 -5 -4 -12 -15

Abbreviations: GISS = Goddard Institute for Space Studies; GFDL = Geophysical Fluid
Dynamics Laboratory; UKMO = United Kingdom Meteorological Office.

“Results without CO, fertilization effect.

*To obtain results as comparable as possible to Rosenzweig et al. (1994), a special report
was generated by Li that runs the same GCM results used by Rosenzweig et al. (1994)
through the models used in Kaiser et al. (1993) and Mount and Li (1994). The results from
this special report appear in this column. We are grateful to Li for generating the report
and helping us to isolate the reasons for differences between the results of the studies.
Source: Schimmelpfennig et al., 1996.

soil temperatures are sufficient for crop growth, when the rainy season starts,
or when the fields can be tilled? If the decision is partly keyed to weather
conditions then the farm decision-making process will lead to some amount
of autonomous adjustment to climate change. Similarly, will the changes in
tillage and irrigation practices, crop rotation schemes, crops, and crop pro-
cessing and harvesting that are likely to occur over the next 100 years due
to many factors also reflect changes in climate that are occurring simultane-
ously, or will farmers be unable to detect climate change and therefore fail
to adapt these systems, becoming and remaining ill-adapted to the climate
conditions occurring locally? If they adapt to current conditions (but cannot
confidently look ahead), how maladjusted will their long-lived investments
be after 3, 5, 10, or 20 years of continuous changes in climate?

Table 2 provides estimates based on detailed structural models of the
impact of climate change on agriculture. Estimates by both sets of authors
are based on the same family of CERES crop response models and do not
include the CO, fertilization effect. The difference between these 2 sets of
estimates are that Kaiser et al. (1993) link the crop response models to a
structurally detailed farm-level model of economic decision making. Farmers
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make economically optimal decisions about when to plant, till, and harvest
crops and the amount of drying, fertilizer use, and other inputs used based
on their expectations about the weather, which are assumed to be based on
the past decade’s climate average. Thus, farmers’ expectations regularly lag
behind the actual climate if climate is gradually changing. These are com-
pared with the Rosenzweig et al. (1994) estimates without any adaptation.?
The estimates reported under Kaiser et al. (1993) and Mount and Li (1994)
are actually based on a response surface model (Mount and Li) estimated
from multiple scenario runs of the detailed model of Kaiser et al. This fa-
cilitates comparison of the structurally detailed Kaiser et al. (1993) report
beyond the specific sites where the detailed data necessary to run the model
were available. The striking result in this comparison is that for most of the
scenarios, the Kaiser et al. (1993) and Mount and Li (1994) analysis sug-
gests significant increases in production potential compared with significant
losses in production potential for the Rosenzweig et al. (1994) site results
without adaptation. It has not been possible to conduct a broader regional
or national analysis with the Kaiser et al. (1993) model, so it is not possible
to compare this work with other national estimates for the USA. (For more
discussion, see Schimmelpfennig et «l., 1996).

A variety of methods have now been applied to estimating the impacts
for the USA. Table 3 provides the range of estimates for the USA that
have been generated based on quite different methodologies and assumnp-
tions about the extent to which adaptation will occur. While the table
covers only the USA, it is likely that applying this range of approaches in
other regions would also generate a similar range of estimates. The Mendel-
sohn et al. (1994) estimates are based on an econometric model estimated
on cross-sectional data and reflect, according to the authors, long-run, full
adjustment of US agriculture to a climate change shock. The methodology
does not allow consideration of how crop prices may change and thus may be
most comparable to the initial crop yield shock used in other methodologies.
Except for column 8, none of the reported estimates in Table 3 consider
the direct effect of CO2 on plant growth. Unfortunately, the wide ranging
methodologies do not or have not generally reported results that are directly
comparable, thus some interpretation is necessary.

The starkest difference in methodology is between Mendelsohn et al.
(1994) and Rosenzweig and Parry (1994). Columns 1 and 2 reflect results

’In global simulations, Rosenzweig and Parry (1994) include farm-level adaptation,
but the specific adaptation potential for individual sites has not been separately reported.
Overall, for the USA, Rosenzweig and Parry (1994) scenarios, even with adaptation, gen-
erally do not show improvements.



57

($66T) ‘Iv 12 Sromzuasoy ur pajlodal aIam ‘sa)RUITISI 9sa1[) 10} Siseq ) ‘yIed ul ‘oIam YPIYM ‘saIpnis ploik
doxo oyadg *(g661) v 12 A[oy ul pajiodal alom wdf) Aq pajewr)ss Aq pasn syooys pIA doid s8erase g YT, VS Y} 10} Apnys
$66T 1oy utl pasn sjoedurt pfaid doio jo s8uer o) azuewuins A1reJ pue Stomzuasoy *(g61) 10 35 UlmIe( ul pajrodal suolye[nUIs UIOI]
paInduiod are s)[nsa1 (GET) ‘12 12 UImIe( ‘S66T ‘67 UPIR]N ‘UYOS[PPUSN [Im uoljediunwurod feuosiad £q papraoid atom 2a0qe pajpiodal
SOLRUADS (1O PU® ‘ONMA “TAID ‘SSID Y3 10} [Ppowt 21} Jo suolye[nuIls 3], "Apnjs jey3 ul pasn AJoJopoyjaul 3y} jo uorydiidssp
® 10} (}661) ‘|0 152 UYOS[EpPUSN 925 ‘(G66T) ‘v 72 uUlmIe(] uro1j gggl 10J aie uononpord }oojsaal pue doido Jo sanfea 3], -uolpnpoid
3o03saal] pue doid Jo anfea [ej0} Jo afejusdiad ® se sonfea pue| uo joedwr pazijenuue are a8y (PEET) |0 19 UYOS[EPUIN :SION

"“ANSIBATU() 9Ye)G UOBRIO) = (1S ‘OY(Q [1180[010935 N wopSury[
paitu = QNN ‘Alojeioqe] soumreud(q pmny [eosAydoary = TqJD ‘sa1pujlg sdoedg 10] 23N1sU] pIeppor) = GG :SUONIRIAIQQY

- - ¢6— 6§66~ 8¢+ 001— L0— 9¢— nso

02— 93 I+ 8¢— 031 Gg— 06— 7'8¢— Va— Vv— '+ ¢y—  ONdIN

0T— 016+ 65— ©1€3— 0¢— 0'8¢— o 1'91— A (AN b TAAD

LI+ 01 Q 16— 03 vi— 0¢— Vve— 8L- '+ 0¢t+ 81— SSID

t0D pue ‘urysnlpe ‘uysnipe -unysnlpe ‘unsnipe uorjejdepe $18m '8)18M  OlIRUADS

“wysnlpy oN g oN [ [eAS[-ulIey] A0y ealy ojewal[)
sdo1o ssoroe sy0oye p[olf 93eIoae  ‘pold [B9I190 UO SJO9YH  SUWOdUT WL} UO S} 1P9ye L)) InoyIm
‘%661 ‘A11eg pue Sramzussoy 199Je £ NOYIM GEET 1P 12 uimIe(  ‘FEET 1P 12 UYOS[epUSA

‘(e8ueyd 94 ) eInjmdlIge YG§() U0 aFueyd yewWI]d jo joedull oY) jo sejew)sy ¢ S[qel,



58

from models estimated with different weights on the individual observatiomns.
Mendelsohn, et al. (1994) suggest the column 2 estimates based on revenue
weights are more appropriate because they reflect the economic value of
crops. They suggest that the more negative estimates based on area weights
(column 1) reflect the type of bias that may be introduced by focusing on
cereal crops, which generally have a lower value than many other crops such
as fruits and vegetables. Contrasting the climate impact shock they esti-
mate (column 2) with the types of yield shocks estimated by Rosenzweig
and Parry (1994; column 7) provide a dramatically different picture of the
impact of climate change on US agriculture. Rosenzweig and Parry (1994)
include some adjustments but, unfortunately, the yield shocks for the USA
comparable to the Mendelsohn et al. (1994) study (climate change and adap-
tation with no CO; effect) have not been reported. However, in their study
adaptation they did not have a particularly powerful effect on mitigating
losses as reported by Reilly and Hohmann (1993). The relatively benign
impacts for the USA in the Rosenzweig and Parry yield estimates (column
8, with the CO4 and adaptation) are, in a large part, less severe because
of the CO4 effect. Thus, different methodologies, including adaptation but
not the CO, effect, apparently produce estimates of impact for four major
climate scenarios on the order of -1% to +5% using a Mendelsohn et al.
methodology but on the order of -10% to —25% using the Rosenzweig and
Parry methodology. In deriving the -10% to -25% range, I assume that
adaptation in their study may have reduced losses by 5-10%, whereas the
CO,, fertilization effect reduced losses by 75-100%, which is the relative im-
portance of these two factors on a global basis as in their data as estimated
by Reilly and Hohmann (1993).

The Darwin et al. (1995) study used an independently derived set of
climate shocks, representing climate change as a change in land class where
the productivity of each land class was estimated from current data. Their
methodology for estimating the direct effect of climate was more akin to
Mendelsohn et al. (1994), using the observed differences in production across
geographically varying climate as the basis for the projections. Their results,
columns 3-6 in Table 3, help explain and confirm some of the differences be-
tween the other two studies. The initial shock on US cereal production in
the Darwin et al. (1995) study (column 5) is similar to and generally more
severe than, the yield shocks estimated by Rosenzweig and Parry (1994; col-
umn 7). However, Darwin et al. (1995) estimate that by just considering
the immediate farm-level adjustment (without price changes and without
expansion of agricultural production into new areas), farmers could offset
between 70-120% of the initial losses (i.e., comparing column 5 and column
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3).> Columns 4 and 6 provide the estimates after full adjustment, including
changes in world prices and trade, for cereal production and farm income.
Note that the farm income effects with full adjustment (column 4) are some-
times worse than the farm income effects with only farm-level adaptation
(column 3), because the Darwin et al. (1995) study considers worldwide ef-
fects with international trade. Thus, the impacts that occur in the rest of the
world under the GISS and UKMO climate scenarios lead the USA to lose
international comparative advantage once full adjustment of international
markets is considered.

Together these three studies indicate the wide range of estimated impacts
for the same region and same climate scenarios depending on the method-
ology used. Mendelsohn et al. (1994) and Darwin et al. (1995) use method-
ologies that they argue more completely consider adaptation, and they find
impacts after adaptation to be generally less than Rosenzweig and Parry
(1994). However, even between these two approaches there are significant
differences in estimated impacts for some climate scenarios in comparable
estimates (columns 2 and 3).

Table 4 provides reports the different types of economic impacts gen-
erated from these different supply and yield shocks. Adams et al. (1988)
have used yield shocks generated by Rosenzweig et al. (1994). The broader
economic implications of the different approaches follow fairly directly from
the differential yield shocks. In particular, the Adams et al. (1988) scenarios
without the CO4 fertilization effect show much larger economic losses than
the Darwin et al. (1995) and Mendelsohn et al. (1994) studies, which do
not include CQO; fertilization. A particular difference for the Mendelsohn et
al. (1994) study, however, is the implicit assumption that commodity prices
do not change and that all changes are reflected in changes in land rents.
The distributional implications of this assumption is that all effects are felt
by producers, whereas the structural market models often show that the
producer effects are of opposite direction to the national effects.

The above discussion identified four separate factors that contribute to
widely varying estimates of regional impacts of climate change apart from
how or whether the CO; effect on crops is included in the simulation. These
factors — varying climate scenarios, wide variation across sites within a re-
gion, how genetic variability across known crop varieties is addressed within

3Note that this comparison is between impacts on cereal production and impacts on
farm income, which is comparable (given that the simulation in column 3 does not allow
prices to change) except that farm income includes impacts to agriculture for livestock
and non-grain production, as well.
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the crop-response modeling approach, and differences across impact method-
ologies, particularly in how different methods address the capability of farm-
ers to adapt — appear to be of roughly equal magnitude in explaining the
wide range of estimates.

4. Global Studies and Their Implications
for Regional Effects

Accurate consideration of national and local food supply and economic ef-
fects depends on an appraisal of changes in global food supply and prices.
International markets can moderate or reinforce local and national changes.
In 1988, for example, drought presented a relatively severe threat because
it occurred coincidentally in several of the primary grain-growing regions of
the world. Reilly et al. (1994) demonstrate that considering country-level
production impacts of climate change in the absence of consideration of the
global impacts can generate highly misleading results. Agricultural export-
ing countries, whose productivity is reduced by climate change, may find
themselves with a financial bonanza if world agricultural prices rise because
of climate change. These same countries may suffer significant economic loss
if climate change turns out to be generally beneficial to world agriculture,
even if agricultural productivity in their country benefits. This feature of
the agricultural economy is well-known and reflects what is, in aggregate, an
inelastic demand for food. This point, which is a fundamental cbservation
of agricultural economists, means that absolutely no implications for food
availability, price, or farm financial success can be drawn from local and
country-level estimates of production impacts of climate change unless one
assumes that production changes around the world will generally balance to
leave little impact on global production and prices. A country may attempt
to carry out a set of policies that maintains a neutral effect on the country’s
agricultural sector vis-a-vis the rest of the world. However, maintaining such
policies will generally entail significant economic cost through subsidization
of domestic agricultural production and/or consumption, or through import
or export controls. There are many different ways these costs may be borne
(higher food prices, government expenditures, lost efficiency in the produc-
ing sector, lost export opportunities), depending on how the policies are
structured.

There are now a number of different attempts to estimate the impacts
of climate change on global agriculture, in part to consider the global im-
pacts, but more importantly to more accurately consider what the regional
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impacts could be, recognizing that what happens to global agriculture due
to climate change will likely be more important for the viability and eco-
nomic success of local agriculture than what happens to local production
potential itself. Kane et al. (1992) and Tobey et al. (1992) examined the
sensitivity of agriculture to potential yield losses in major temperate grain-
growing regions based on very stylized climate change impacts. They loosely
linked the potential for yield losses in temperate regions to climate projec-
tions that showed increasing aridity in the continental mid-latitude areas.
They made alternative assumptions about how agriculture might be affected
in higher latitudes and in the Tropics. They also developed scenarios that
reflected the estimated yield impacts for different parts of the world that
were summarized in the 1990 Intergovernmental Panel on Climate Change
(IPCC) assessment (Parry et al., 1990). The yield response estimates used
by Rosenzweig and Parry (1994) also reported in Fischer et al. (1994) were
also the basis of Reilly et al. (1994) and in greater detail Reilly et al. (1993).
Many of the general conclusions are similar between the studies, indicating
that given a set of yield shocks, economic modeling of international markets
in itself is not a major source of difference in results even though there are
major differences in the modeling approaches. Rather, these different eco-
nomic modeling approaches focus in different aspects and degrees of detail
of agricultural economic interactions among crops, livestocks, land use, and
the rest of the economy.

Among the issues that give rise to uncertainty in these studies are the
following factors:

1. The timing of expected climate change. For example, Rosenzweig and
Parry (1994) assume that the 4.0-5.2°C scenarios occur in 2060, but the
most recent IPCC work suggests the mean estimate for 2060 is closer to
1.5°C and that the range of global temperature impacts by 2100 is likely
to be between 1.0-5°C.

2. Aggregation from detailed sites. Detailed plant growth models, the basis
for many studies, require daily temperature and precipitation records for
a 10- to 30- year historical climate record and detailed soil data, limiting
the number of sites for which data are readily available and that can be
practicably assessed. An alternative approach (Leemans and Solomon,
1993; Carter et al. (1991) makes use of geographic information system
databases that contain more extensive information on current climates
across the world. These efforts have not been linked to an economic
model. Results confirm the pattern of relative decreased crop potential
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in the tropical areas and increased potential in the northern areas but
are not aggregated to determine the net global effect.

3. Coverage of agricultural activities. Simulation of crop response models
has been limited to a few major crops for a region, usually important
grain crops, with yield effects extended to other crops. Left out are the
indirect impacts of climate change through impacts on insect, disease,
and weed pests; on soils; and on livestock production. Mendelsohn et al.
(1994) argue that their statistical approach accounts for all agricultural
activities, implicitly accounting for the full effects of climate.

4. Other resource changes and competition for resources from other sec-
tors. Allocation of land and water resources is a conspicuous limitation
in global studies. Water demand for other uses will grow, water use may
have reached or passed sustainable levels of use in some areas, irrigation
is responsible for salinization and land degradation, and water pricing
and water system management are far from efficient under current con-
ditions (e.g., Umali, 1993; Moore, 1991). Climate change also will affect
demand for resources from other sectors.

The Darwin et al. (1995) study addresses many of these considerations
in a global model including eight world regions. In a compatible general
equilibrium model, land and climatic resource changes are based on a geo-
graphic information system; changing climate shifts the distribution of land
across several agro-climatic land classes. Other resource-using sectors are in-
cluded and are also affected by climate change. The model is a static model,
imposing climate change on current economic and agricultural markets, and
thus does not address the issue of timing directly.

The global results (Table 5) are comparable to those of Rosenzweig and
Parry (1994) in terms of direct supply impacts for the world in the “no
adaptation” case, but the study finds that adaptation is able to turn global
losses into small global benefits (unrestricted case). Even when the model is
constrained to continue to produce on existing amounts of land within each
region and prices are not allowed to respond, adaptation mitigates a signifi-
cant share of the losses. These results contrast with those of Rosenzweig and
Parry (1994) in that they give generally smaller impacts and possible benefits
even without the CO, effect and show adaptation to be quite important.

Again, the global results are important because they are the first step
in considering whether a local economy’s consumers will be able to purchase
food if it is unavailable domestically, how local producers may be affected by
changes in demand for their crops, or how the cost of a country’s agricultural
policies may change because of changing international market conditions.
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Table 5. Percentage changes in the supply and production of cereals for
the world by climate change scenario.

Chimate Supply Production

scenarios  No adaptation  Land use fixed  Land use fixed  No restrictions
GISS -22.6 -2.4 0.2 0.9

GFDL -23.5 -4.4 -0.6 0.3

UKMO -29.3 -6.4 -0.2 1.2

OSU -18.6 -3.9 -0.5 0.2

For abbreviations see Table 3.

Note: Changes in supply represeut the additional quantities firms would be willing to sell
at 1990 prices under the alternative climate. Changes in production represent changes in
equilibrium quantities.

Source: Darwin et al., 1995.

5. Regional Vulnerability

The previous sections documented the wide range of uncertainty in the po-
tential direction and magnitude of climate change impact. While many new
studies have been conducted, most have focused on specific climate scenar-
ios associated with 2xCOy GCM scenarios or arbitrary changes in climatic
conditions to provide evidence of the general sensitivity of agriculture and
crop production to climate change. The wide range of estimates limits the
ability to extend, interpolate, or extrapolate from the specific climate sce-
narios used in these studies to “more” or “less” climate change or to draw
implications for impacts beyond the sites where studies were conducted.

Given these uncertainties in both magnitude and direction of impact, a
key issue is vulnerability to possible climate change. Vulnerability is used
Liere to mean the potential for negative consequences that are difficult to
ameliorate through adaptive measures given the range of possible climate
changes that might reasonably occur. Thus, defining an area or population as
vulnerable is not a prediction of negative consequences of climate change; it is
an indication that across the range of possible climate changes there are some
climatic outcomes that would lead to relatively more serious consequences
for the region than for other regions.

Vulnerability has been used rather loosely in many discussions. Before
discussing some of the research that has examined potential vulnerability,
I introduce a more formal definition. For the sake of simplicity, consider
that climate can be described as a single variable, C. We are uncertain
about what value C will take at some future point, but we can describe
the probability, p, that C' will take on a specific value by the probability
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density function f(C'). Further, consider that we are able to describe the
sensitivity of agriculture, A, to changes in climate by the function g¢(C).
We can then define the expected loss function, L(C) as f(C) x g(C). A
population, region, or crop is relatively more vulnerable under this definition
if the area under L(C') where damages occur is larger than for a comparison
population, region, or crop. Thus, I use the term vulnerability to describe
only that portion of L(C) where damages occur. For other purposes, it
useful to consider expected (net) damage (or benefit), that is, the mean
of the values of loss function which is a probability weighted mean of the
damages.

Two, purely illustrative, numerical examples are plotted in Figure 1. For
these examples I have chosen to represent f(C') as a gamma distribution. In
Panel A damages are represented by a quadratic function; in panel B dam-
ages are represented by a logarithmic function. These choices illustrate just
two of the ways that our expectations about the degree of future climate
change and our understanding of the sensitivity of an agricultural system
to climate change may interact. In these numerical illustrations, the system
characterized by quadratic losses (Panel A) is more vulnerable to loss than
the system described by logarithmic losses. Even though the quadratic sen-
sitivity to climate leads to potentially larger losses at extreme temperature
change, the system is less vulnerable because climate change is not likely
to be that extreme in this example. In fact, the small region of beneficial
warming (negative damages) in Panel A gives rise to a substantial possibility
of beneficial effects of warming for the system described in this panel. In
Panel B, in contrast, damages initially rise sharply but the rate of increase
slows. This characterization of system sensitivity indicates damages across
the entire range of expected temperature change.

Even though damages do not have the potential to become as severe as
in Panel A, the system is more vulnerable to damage because climate is more
likely to be in the relatively higher damage range of the sensitivity function.

In practice, multiple dimensions of climate affect any agricultural sys-
tem. The simple characterization in Figure 1 is meant to make the definition
of vulnerability mathematically precise even though it is not possible at this
time to formally estimate the multidimensional, joint distribution of impor-
tant climate variables. Nor do we precisely know the damage function that
relates changes in these climate variables to agricultural impacts. The ad-
vantage is to make explicit that we must consider our expectations with
regard to climate and damage sensitivity. To make the example concrete,
a semi-arid area may be extremely sensitive to damage if it becomes more
arid. However, if our expectation is that it is highly likely that the region
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Figure 1. Defining vulnerability.

will become wetter, the region is not vulnerable. Another region in a humid
agro-climatic zone may be vulnerable if substantial warming and drying are
likely for the area.

Up to this point, I have not been explicit with regard to what I propose
to measure as a damage. The existing literature suggests several different
possible measures and therefore several different dimensions of vulnerability.
Many studies focus on crop yields. Evidence suggests that yields of crops
grown where temperature could easily exceed threshold values during critical
crop growth periods are more vulnerable to warming (e.g., rice sterility:
Matthews et al., 1994a, 1994b).

Farmer or farm sector vulnerability may be measured in terms of im-
pact on profitability or viability of the farming system. Farmers with limited
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financial resources and farming systems with few adaptive technological op-
portunities available to limit or reverse adverse climate change may suffer
significant disruption and financial loss for relatively small changes in crop
yields and productivity, or these farms may be located in areas more likely
to suffer yield losses. For example, Parry et al. (1988a, 1988b) focused on
semi-arid and cool temperate and cold agricultural areas as those that might
be more clearly affected by climate change and climate variability.

Regional economic vulnerability reflects the sensitivity of the regional or
national economy to farm sector and climate change impacts. A regional
economy that offers only limited employment alternatives for workers dislo-
cated by the changing profitability of farming and other climatically sensitive
sectors may be relatively more vulnerable than those that are economically
diverse. For example, Rosenberg (1993) examined the Great Plains area of
the USA because of its heavy dependence on agriculture. Increasing aridity
is expected in this region under climate change, and thus it was considered
to be potentially more economically vulnerable than other regions in the
USA.

Hunger vulnerability has been used to mean the “aggregate measure of
the factors that influence exposure to hunger and predisposition to its con-
sequences” involving “interactions of climate change, resource constraints,
population growth, and economic development” (Downing, 1992; Bohl et al.,
1994). Downing (1992) concluded that the semi-extensive farming zone, on
the margin of more intensive land uses, appears to be particularly sensitive
to small changes in climate. Socioeconomic groups in such areas, already
vulnerable in terms of self-sufficiency and food security, could be further
marginalized. In all likelihood we should not look only at agriculturally de-
pendent people. We must consider the means people have within society and
the family to obtain food and how their allocation will change if production
potential changes. A poor urban household may suffer due to production
losses elsewhere in the region while the rural farmer may continue to eat. Or,
women and children of rural peasant farms may go hungry, while “excess”
production from the region is sold. Assessing who has the means and rights
to food during shortfalls is thus likely to be more critical in a climate vul-
nerability study than assessing how production may change. For hunger and
famine in general, the relative importance of acquiring (versus producing )
food has been demonstrated by Sen (1981, 1993).

Given the diverse currently existing conditions, the geographical varia-
tion likely to exist in any climate change scenario, and the wide uncertainty
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that must be associated with local prediction of future climates, some vul-
nerable agricultural areas and populations are likely in nearly every region,
even if the expected value for the region is a net benefit. This makes vulner-
ability a relative concept — while there may be a few areas where even the
most extreme climate change we can imagine would not generate losses, in
general, the problem is to consider whether a particular region or population
is relatively more vulnerable than others.

While perhaps most difficult to evaluate, vulnerability in terms of hunger
and malnutrition ought to be the first concern. If so, we can almost certainly
eliminate the richer countries of the world as vulnerable. For poorer regions,
it is the poorest members of these areas or those that could be made poor
by climate change that are most at risk. The wide uncertainty with regard
to local and regional climate change means it is difficult to rule out negative
possibilities for any area. Thus, without even considering specific climate
scenarios we can assert that, of the world’s populations, those who are cur-
rently poor, malnourished, and dependent on local production for food are
the most vulnerable in terms of hunger and malnutrition to climate change.
Similarly, severe economic vulnerability is most likely where a large share of
the population depends on agriculture, leaving few alternative employment
opportunities. Again, we need not assess climate scenarios or projected yield
changes to establish where these vulnerable populations live. Given these
considerations, Table 6 presents some of the critical dimensions of areas of
the world that might be used to assess vulnerability. While the table is too
aggregated to identify specifically vulnerable populations, it is indicative of
where many of these people are likely to be. Because of the wide range of
uncertainty in precipitation, the only climatic dimension likely to enter sig-
nificantly in an assessment of vulnerability is temperature. Cool regions are
more likely to be limited by low temperatures, and thus warming may prove
beneficial — these areas may still suffer if precipitation changes are adverse.
However, further warming is unlikely to benefit already warm regions. Thus,
global warming appears somewhat stacked against the already warm areas.
Coincidentally (or not), these regions tend to also be home to some of the
world’s poorest,.

The focus on hunger and malnutrition as a first priority does not mean
that other types of vulnerability are unimportant. Regional economic devel-
opment, land degradation, or increased environmental stress resulting from
agricultural production under a changed climate are important concerns as
well.
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6. Adaptation Potential and Policies

The hierarchy of damage considerations as above — hunger, regional eco-
nomic, farmer/farm sector, and yield vulnerability — helps to focus on adap-
tive strategies that reduce vulnerability. How can we avoid yield failures? If
yields fail, what other crops can be grown? If farming becomes uneconomic,
what other opportunities for employment exist? If the people of the region
can no longer produce food, what other sources of food are available and
how will they earn the income necessary to purchase food, or what other
means does the society in which they live have to provide food assistance?

Historically, farming systems have adapted to changing economic con-
ditions, technology, and resource availabilities, and have kept pace with a
growing population (Rosenberg, 1992; CAST, 1992). Evidence exists that
agricultural innovation responds to economic incentives such as factor prices
and can relocate geographically (Hayami and Ruttan, 1985; CAST, 1992).
A number of studies indicate that adaptation and adjustment will be im-
portant to limit losses or to take advantage of improving climatic conditions
(e.g., US NAS, 1991; Rosenberg, 1992; Rosenberg and Crosson, 1991; CAST,
1992; Mendelsohn et al., 1994).

Despite the successful historical record, issues of future adaptation to
climate change arise with regard to whether the rate of climate change and
required adaptation would add significantly to the disruption likely due to
future changes in economic conditions, technology, and resource availability
(Gommes, 1993; Harvey, 1993; Kane and Reilly, 1993; Smit, 1993; Norse,
1994; Pittock, 1994; Reilly, 1994). If climate change is gradual, it may
be a small factor that goes unnoticed by most farmers as they adjust to
other more profound changes in agriculture stemming from new technology,
increasing demand for food, and other environmental concerns such as pes-
ticide use, water quality, and land preservation. However, some researchers
see climate change as a significant addition to future stresses, where adapting
to yet another stress such as climate change may be beyond the capability
of the system. Part of the divergence in views may be due to different in-
terpretations of adaptation, which include the prevention of loss, tolerating
loss, or relocating to avoid loss (Smit, 1993). Moreover, while the techno-
logical potential to adapt may exist, the socioeconomic capability to adapt
likely differs for different types of agricultural systems (Reilly and Hohmann,
1993).
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6.1. The technological potential to adapt

Nearly all agricultural impact studies conducted over the past five years
have considered some technological options for adapting to climate change.

Among those that offer promise are

Seasonal changes and sowing dates. For frost-limited growing areas (i.e.,
temperate and cold areas), warming could extend the season, allowing
planting of longer maturity annual varieties that achieve higher yields
(e.g., Le Houerou, 1990; Rowntree, 1990a, 1990b). For short-season
crops such as wheat, rice, barley, oats, and many vegetable crops, exten-
sion of the growing season may allow more crops per year, fall planting,
or, where warming leads to regular summer highs above critical thresh-
olds, a split season with a short summer fallow. For subtropical and
tropical areas where growing season is limited by precipitation or where
the cropping already occurs throughout the year, the ability to extend
the growing season may be more limited depending on how precipita-
tion patterns change. A study for Thailand found that yield losses in the
warmer season were partially offset by gains in the cooler season (Parry
et al., 1992).

Different crop variety or species. For most major crops, varieties exist
with a wide range of maturities and climatic tolerances. For example,
Matthews et al. (1994a, 1994b) identified wide genetic variability among
rice varieties as a reasonably easy response to spikelet sterility in rice
that occurred in simulations for South and Southeast Asia. Studies in
Australia showed that responses to climate change are strongly cultivar
dependent (Wang et al., 1992). Longer-season cultivars were shown to
provide a steadier yield under more variable conditions (Connor and
Wang, 1993). In general, such changes may lead to higher yields or may
only partly offset losses in yields or profitability. Crop diversification in
Canada (Cohen et al., 1992) and in China (Hulme et al., 1992) has been
identified as an adaptive response.

New crop varieties. The genetic base is broad for most crops but limited
for some (e.g., kiwi fruit). A study by Easterling et al. (1993) explored
how hypothetical new varieties would respond to climate change (also
reported in McKenney et al., 1992). Heat, drought, and pest resistance;
salt tolerance; and general improvements in crop yield and quality would
be beneficial (Smit, 1993). Genetic engineering and gene mapping of-
fer the potential for introducing a wider range of traits. Difficulty in
assuring traits are efficaciously expressed in the full plant, consumer
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concerns, profitability, and regulatory hurdles have slowed the introduc-
tion of genetically engineered varieties compared with early estimates
(Reilly, 1989; Caswell et al., 1994).

Water supply and irrigation systems. Across studies, irrigated agricul-
ture is, in general, less negatively affected than dryland agriculture, but
adding irrigation is costly and subject to the availability of water sup-
plies. Climate change will also affect future water supplies. There is
wide scope for enhancing irrigation efficiency through adoption of drip
irrigation systems and other water-conserving technologies (FAQ, 1989;
1991) but successful adoption will require substantial changes in how
irrigation systems are managed and how water resources are priced. Be-
cause inadequate water systems are responsible for current problems of
land degradation, and because competition for water is likely to increase,
there likely will be a need for changes in the management and pricing of
water regardless of whether and how climate changes (Vaux, 1990, 1991;
World Bank, 1994). Tillage method and incorporation of crop residues
are other means of increasing the useful water supply for cropping.
Other inputs and management adjustments. Added nitrogen and other
fertilizers would likely be necessary to take full advantage of the CO; ef-
fect. Where high levels of nitrogen are applied, nitrogen not used by the
crop may leach into the groundwater, run off into surface water, or be
released from the soil as nitrous oxide. Additional nitrogen in ground-
water and surface water has been linked to health effects in humans and
affects aquatic ecosystems. Studies have also considered a wider range of
adjustments in tillage, grain drying, and other field operations (Kaiser
et al., 1993; Smit, 1993).

Tillage. Minimum and reduced tillage technologies in combination with
planting of cover crops and green manure crops offer substantial possibil-
ities for reversing existing soil organic matter, soil erosion, and nutrient
loss and combating potential further losses due to climate change (Ras-
mussen and Collins, 1991; Logan, 1991; Edwards et al., 1992; Langdale
et al., 1992; Peterson et al., 1993; Brinkman and Sombroek, 1996). Re-
duced and minimum tillage techniques have spread widely in some coun-
tries but are more limited in other regions. There is considerable current
interest in transferring these techniques to other regions (Cameron and
Oram, 1994).

Improved short-term climate prediction. Linking agricultural manage-
ment to seasonal climate predictions (currently largely based on ENSO),
where such predictions can be made with reliability, can allow manage-
ment to adapt incrementally to climate change. Management/climate
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Table 7. Speed of adoption for some major adaptation measures.

Adjustment
Adaptation time (yrs) References
Variety adoption 3-14 Dalrymple, 1986; Griliches, 1957;
Plucknett et al., 1987; CIMMYT, 1991.
Dams and irrigation 50-100 James and Lee, 1971; Howe, 1971.
Variety development 8-15 Plucknett et al., 1987; Knudson, 1988.
Tillage systems 10-12 Hill et al, 1994; Dickey et al., 1987,
Schertz, 1988.
New crop adoption: Soybeans 15-30 FAO, Agrostat, various years.
Opening new lands 3-10 Medvedev, 1987; Plusquellec, 1990.
Irrigation equipment 20-25 Turner and Anderson, 1980.
Transportation system 3-5 A. Talvitie, World Bank,
personal communication, 1994.
Fertilizer adoption 10 Pieri, 1992; Thompson and Wan, 1992.

predictor links are an important and growing part of agricultural exten-
sion in both developed and developing countries (McKeon et al., 1990,
1993; Nichols and Wong, 1990).

6.2. The socioeconomic capability to adapt

While identifying many specific technological adaptation options, Smit
(1993) concluded that necessary research on their cost and ease of adop-
tion had not yet been conducted.

One measure of the potential for adaptation is to consider the historical
record on past speeds of adoption of new technologies (Table 7). Adoption of
new or different technologies depends on many factors: economic incentives,
varying resource and climatic conditions, the existence of other technologies
(transportation systems and markets), the availability of information, and
the remaining economic life of equipment and structures (e.g., dams and
water supply systems).

Specific technologies can only provide a successful adaptive response if
they are adopted in appropriate situations. A variety of issues have been
considered, including land-use planning, watershed management, disaster
vulnerability assessment, consideration of port and rail adequacy, trade pol-
icy, and the various programs countries use to encourage or control produc-
tion, limit food prices, and manage resource inputs to agriculture (CAST,
1992; US OTA, 1993; Smit, 1993; Reilly et al., 1994; Singh, 1994). For
example, studies suggest that current agricultural institutions and policies
in the USA may discourage farm management adaptation strategies such as
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altering crop mix by supporting prices of crops not well-suited to a changing
climate, providing disaster payments when crops fail, or prohibiting imports
through import quotas (Lewandrowski and Brazee, 1993).

Existing gaps between best yields and the average farm yields remain un-
explained, but many are due in part to socioeconomic considerations (Oram
and Hojjati, 1995; Bumb, 1995); this adds considerable uncertainty to esti-
mates of the potential for adaptation, particularly in developing countries.
For example, Baethgen (1994) found that a better selection of wheat variety
combined with improved fertilizer regime could double yields achieved at a
site in Uruguay to 6 T/ha under the current climate with current manage-
ment practices. Under the UKMO climate scenario, yields fell to 5 T/ha,
still well above 2.5-3.0 T/ha currently achieved by farmers in the area. On
the other hand, Singh (1994) concluded that the normal need to plan for
storms and extreme weather events in Pacific island nations creates sig-
nificant resiliency. Whether technologies meet the self-described needs of
peasant farmers is critical in their adaptation (Céceres, 1993). Other stud-
ies document how individuals cope with environmental disasters, identifying
how strongly political, economic, and ethnic factors interact to facilitate or
prevent coping in cases ranging from the dust bowl disaster in the USA to
floods in Bangladesh to famines in the Sudan, Ethiopia, and Mozambique
(McGregor, 1994). These considerations indicate the need for local capabil-
ity to develop and evaluate potential adaptations that fit changing conditions
(COSEPUP, 1992). Important strategies for improving the ability of agricul-
ture to respond to diverse demands and pressures, drawn from past efforts
to transfer technology and provide assistance for agricultural development,
include

e Improved training and general education of populations dependent on
agriculture, particularly in countries where education of rural workers is
currently limited. Agronomic experts can provide guidance on possible
strategies and technologies that may be effective. Farmers must evaluate
and compare these options to find those appropriate for their needs and
the circumstances of their farm.

o Identification of the present vulnerabilities of agricultural systems,
causes of resource degradation, and existing systems that are resilient
and sustainable. Strategies that are effective in dealing with current
climate variability and resource degradation are also likely to increase
resilience and adaptability in the face of future climate change.

e Agricultural research centers and experiment stations can examine the
“robustness” of present farming systeins (i.e., their resilience to extremes



75

of heat, cold, frost, water shortage, pest damage, and other factors) and
also test the robustness of new farming strategies as they are developed
to meet changes in climate, technology, prices, costs, and other factors.

¢ Interactive communication that brings research results to farmers and
farmers’ problems, perspectives, and successes to researchers is an es-
sential part of the agricultural research system.

e Agricultural research provides a foundation for adaptation. Genetic vari-
ability for most major crops is wide relative to projected climate change.
Preservation and effective use of this genetic material would provide the
basis for new variety development. Continually changing climate is likely
to increase the value of networks of experiment stations that can share
genetic material and research results.

e Food programs and other social security programs would provide in-
surance against local supply changes. International famine and hunger
programs need to be considered with respect to their adequacy.

e Transportation, distribution, and market integration provide the infras-
tructure to supply food during crop shortfalls that might be induced in
some regions because of climate variability or worsening of agricultural
conditions.

¢ Existing policies may limit efficient response to climate change. Changes
in policies such as crop subsidy schemes, land tenure systems, water
pricing and allocation, and international trade barriers could increase
the adaptive capability of agriculture.

Many of the above strategies will be beneficial regardless of how or
whether climate changes. Goals and objectives among countries and farm-
ers vary considerably. Current climate conditions and likely future climates
also vary. Building the capability to detect change and evaluate possible re-
sponses is fundamental to successful adaptation. Thus, even without having
clear predictions of climate change, is it possible to identify some strategies
that reduce potential vulnerability.
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The Impacts of Climate Change, Carbon Dioxide,
and Sulfur Deposition on Agricultural Supply
and Trade: An Integrated Impact Assessment
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ITASA, Laxenburg, Austria

Abstract

This paper examines the impacts of climate change and altered atmospheric
concentrations of carbon dioxide (CO3) and sulfur dioxide (SO2) on crop
yields, food supply, and trade. The analysis is part of an integrated as-
sessment study undertaken at the International Institute for Applied Sys-
tems Analysis (IIASA). For the agricultural study, results from the 11R and
MESSAGE III energy models of [IASA’s Environmentally Compatible En-
ergy Strategies Project and from the regional air pollution model RAINS
developed by IIASA’s Transboundary Air Pollution Project were compiled
to define economic and environmental conditions for simulation experiments
with the Basic Linked System (BLS) world food trade model. Three dif-
ferent CO; and SO, emission scenarios were tested, representing a range of
possible energy policy pathways.

Results from the BLS world food trade model show that the three emis-
sion scenarios have only limited impact on global agricultural output, due to
moderate climate sensitivity to CO, and negative radiative forcing by sulfate
aerosols. However, the effects of SO2 on agricultural productivity associated
with the different scenarios are considerable at the regional scale. Regional
impacts on agriculture of a coal-intensive high CO; and SO, emissions sce-
nario are substantial, especially in regions where agricultural production is
located near industrial areas, as in China and India. Thus, with regard to
agriculture, the choice of CO, abatement strategy may be more of a regional
issue than a global one.

1. Introduction

Changes in climate and the atmosphere will alter potential and actual
agricultural production in various regions of the world. Rising levels of
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atmospheric carbon dioxide (CO2) will likely contribute to increased agricul-
tural productivity and enhanced crop water-use efficiency. Global warming
will tend to expand the agro-ecological potential poleward and into higher
altitudes. These positive effects, however, may be constrained by altered
temperature, precipitation, and evaporation regimes. In addition, other an-
thropogenic changes in the chemical composition of the atmosphere and
lithosphere could further alter and possibly reduce regional agricultural pro-
ductivity. For instance, the air pollutants sulfur dioxide (SO;), nitrogen
oxides (NOy), and ozone (O3) cause damage to agricultural crops.

Our earlier work focused on the combined effects of higher levels of at-
mospheric CO4 and climate change on world food supplies and trade (Rosen-
zweig and Parry, 1994; Fischer et al., 1994). Here we add another anthro-
pogenic factor to our analysis, examining the impacts of altered atmospheric
concentrations of CQO,, climate change, and one air pollutant, SO,, on global
and regional crop production, agricultural sector gross domestic product
(GDP), and food prices. The work is part of an integrated assessment of the
consequences of possible energy emission and climate change scenarios car-
ried out at the International Institute for Applied Systems Analysis (ILASA).
Three different CO, and SO, emission scenarios derived from this integrated
assessment are tested, representing a range of energy policy pathways.

2. Effects of Increased Atmospheric SO,
Concentration

Sulfur dioxide is a prime cause of acid pollution and results primarily from
the burning of fossil fuels (Fitter and Hay, 1987; Conway and Pretty, 1991;
and Ashmore and Wilson, 1993). This pollutant is prevalent in industrial-
ized countries, particularly in parts of Europe and northeastern USA. Such
emissions are currently declining in developed regions due to regulatory ac-
tivities; the highest rates of increase of SO, emissions and other pollutants
in recent years have occurred in countries that are rapidly industrializing,
notably in China (Chameides et al., 1994).

The nature and amount of damage caused to plants by air pollutants
depends on three factors: the inherent toxicity of the pollutant gas, the
proportion that is taken up by the plants, and their physiological reaction.
These factors, in turn, are affected by the environment in which the crop is
growing, including the presence of other pollutants. From the air, SO2 can
be deposited onto farmers’ fields directly as dry deposition or dissolved in
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water in the form of rain or snow as wet deposition, or it can be taken up
by plants from fog or clouds as occult deposition. Indirect effects of sulfur
deposition on crops involve changes in the chemical dynamics of the soil and
surface-water acidification. Apart from these interactions, SO, aerosols may
also affect the radiation and temperature environment in which crops grow
by scattering incoming solar radiation.

2.1. Dry deposition

Early research on SO, damage was mainly concerned with acute injury of
plants. Conditions under which visible damage of plant foliage occurs have
been studied for almost 100 years. Such visible injury is closely correlated
with yield losses and can occur when SO, levels exceed 500 ppbv?! for a few
hours. However, with the adoption of efficient dispersion mechanisms (i.e.,
tall smokestacks for heavy polluters) such conditions are now rare and acute
injury of agricultural crops from dry deposition is unlikely.

In recent decades, the research focus has shifted toward the effects of
sustained low to moderate concentrations of pollutants on arable crops and
grasses (Figure 1). Experiments and field studies have shown that most
reductions in yield occur without signs of visible injury. Impacts at doses
comparable to levels typically observed in rural areas in Europe and the
USA have been found to be highly variable and results have sometimes been
conflicting. Nevertheless, a few general conclusions have been formulated
(see, e.g., Ashmore and Wilson, 1993). SO; -induced chronic injury is en-
hanced in situations where plants grow slowly, such as in higher altitudes or
during winter months. Low light intensity, short days, and low temperature
produce slow growth, which makes plants more vulnerable to SO,.

Evidence from filtration and low-concentration fumigation experiments
indicates that critical levels for SO, might be lower in the presence of nitrous
oxide or ozone. On the other hand, a reduction in stomatal conductance
due to enhanced atmospheric CO; could potentially reduce the negative
effects of SO, and ozone (Allen, 1990). However, the experimental results
are complicated and sometimes conflicting, making it difficult to predict
what type of interaction will occur when a crop is subjected to a given
combination of pollutants. Mixtures of toxic gases are most harmful to plants

!Concentrations of gaseous pollutants are usually expressed either on a volume-to-
volume basis, such as parts per billion volume (ppbv), or on a mass-to-volume basis,
such as micrograms per cubic meter (ugm™2). Conversion between measures depends on
pressure, temperature, and molecular weight of the gas. At a temperature of 20°C and a

pressure of 1 atmosphere, the respective conversion factor for SO, is 1 ppbv 222.67 pgm ™.
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Figure 1. Effects of long-term exposure (20-200 days) to SO; on the grass
Lolium perenne. Source: Roberts, 1984.

under stress and may reduce their ability to withstand such environmental
stress, for instance, their ability to tolerate freezing. Plants with the Cj
photosynthetic pathway? tend to be more susceptible to air pollution than
C4 plants. There is some evidence to suggest that soil type does not have a
major influence on the response of crops to pollutants when crops are grown
in adequately fertilized soils (Sanders, 1993).

2In the process of photosynthesis, CO2 and water are combined in plant leaves using
sunlight to produce carbohydrates and oxygen. Plants differ in the intermediate steps and
compounds produced in the photosynthetic process. One major group of plants are referred
to as C3 plants, because one of the first intermediate compounds has three carbon atoms
(phosphoglyceric acid). Most agricultural crops, notably, wheat, rice, barley, soybeans,
and potatoes, belong to the C; group. Similarly, a second group of plants, termed C,
plants, produce a compound with four carbon atoms {oxaloacetic acid). C,4 plants of
economic importance include maize, sorghum, millet, and sugarcane.
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In studies of critical loads of pollutants in Europe (see Bell, 1993), it has
been noted that in the case of agricultural and horticultural crops adverse
effects are not observed for annual mean SO, concentration levels below 30
pgm~3. The overall dose or average concentration of pollutant gases, rather
than intermittent peaks in exposure levels, appears to be the primary factor
controlling these effects.

2.2. Wet deposition

Most investigations into the effects of wet deposition, commonly termed acid
rain, have focused on damage to forests and water bodies. Studies on an-
nual crops indicate that the usual ambient concentrations of acids in rainfall
are insufficient to produce acute injury, except in the immediate vicinity of
sources of intense emissions. Plant damage has been reported for pH values
below 3.5, a concentration of acids in rainfall that is rarely achieved, even
in highly polluted areas. Some general findings are that broadleaf plants
are more susceptible than grasses, and root and leafy vegetables are more
susceptible than forage, grain, and fruit crops. Overall, the effects of wet
deposition of pollutants on plants are even less understood than those of
gaseous pollutants (Fitter and Hay, 1987).

Much attention has also been given to studying the indirect effects of
sulfur deposition, for instance, on the chemical dynamics of soil and surface-
water acidification. A reduction in pH below a level of 4.2 eventually leads
to an increase in toxic aluminum concentration in the soil, enhancing the
potential for damage to vegetation and reduction in soil fertility. This pos-
sibility has been a major concern with regard to less intensively managed
ecosystems such as forests, but seems of less importance for agro-ecosystems
where mitigating management practices (e.g., liming of agricultural land)
can neutralize even high rates of acidic deposition, albeit at increased costs
of agricultural production.

3. Study Methods

This integrated assessment study involves several models developed by dif-
ferent ITASA projects. To achieve consistency among the various research
groups, the assessment models have been harmonized through an approach
that we term soft-linking. The first step in this process is linking the eco-
nomic growth rate and regional investment results of the macroeconomic en-
ergy model 11R (Manne and Richels, 1992) and ITASA’s model of the world
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food and agriculture system, the Basic Linked System of National Agricul-
tural Policy Models (BLS) (Fischer et al., 1988). Second, the climate change
yield component of the BLS is parameterized according to CO, emissions
projected by the energy model MESSAGE III (Messner and Strubegger,
1995) and global temperature changes derived from MAGICC (a Model for
the Assessment of Greenhouse-gas Impacts and Climate Change; Hulme et
al., 1995; Wigley and Raper, 1992). Third, results from RAINS (Regional
Acidification INformation and Simulation model; Amann, 1993; Amann ef
al., 1995; Cofala and Dorfner, 1995) are used to derive regional yield damage
functions in the BLS to account for the effects of increasing SO, emissions
and deposition in the high CO2 and SO emission energy scenario used in
this study.

3.1. The world agriculture model system

The BLS is a global general equilibrium model system developed by the
Food and Agriculture Project at ITASA. It consists of some 35 national and
regional models: 18 national models, 2 models of regions with close economic
cooperation (EC-9 and Eastern Europe and former Soviet Union3), 14 ag-
gregate models of country groupings, and a small component that accounts
for statistical discrepancies and imbalances during the historical period (see
Appendix). The individual models are linked by means of a world market
module. A detailed description of the entire system is provided in Fischer et
al. (1988). Earlier results obtained with the system are discussed in Parikh
et al. (1988) and in Fischer et «l (1991, 1994, 1996).

The country models are linked through trade, world market prices, and
financial flows. The system is solved in annual increments simultaneously
for all countries in a recursive dynamic simulation. Although the BLS con-
tains different types of models, all adhere to some common specifications.
The models contain two main sectors: agriculture and nonagriculture. Agri-
culture produces nine aggregated commodities; all nonagricultural activities
are combined into a single aggregate sector. Agricultural production is de-
pendent on the availability of the modeled primary production factors, that
is, land, labor, and capital.

For agricultural commodities, yield is determined separately from
acreage or numbers of animals, and is represented as a function of fertilizer

®The political changes and changes in national boundaries of the recent past are not
captured in the BLS, although the model formulation has been adjusted away from cen-
trally planned economies toward more market-oriented behavior.
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application (crops) or feeding intensity (livestock). Technological develop-
ment is assumed to be largely determined by exogenous factors. Technical
progress is included in the models as biological technical progress in the
yield functions of both crops and livestock. Rates of technical progress are
estimated from historical data and, in general, show a decline over time.
Mechanical technical progress is part of the function determining the level
of harvested crop area and livestock husbandry.

Several factors in the BLS cause consumers and producers to adjust their
behavior over time to political changes and altered economic and technolog-
ical conditions. For consumers, responses are altered by the formation of
taste and habit, and by changing prices and incomes. Producers are most
affected by their past investment decisions, by technological innovations, or —
as in this study - by changes in productivity due to climate change, increased
atmospheric concentrations of CO,, and sulfur deposition.

Information generated in BLS simulations contains a variety of variables.
At the world market level these include prices, net exports, global produc-
tion, and consumption. At the country level the information generated varies
in the different models, but generally includes the following variables: pro-
ducer and retail prices; level of production; use of primary production factors
(land, labor, and capital); intermediate input use (feed, fertilizer, and other
chemicals); level of human consumption; stocks and net trade; GDP and
investment by sector, population number, and labor force; welfare measures
such as equivalent income; and the level of policy measures as determined
by the government (e.g., taxes, tariffs). Here we focus on cereal production
and demand, agricultural GDP, and world food commodity prices.

3.2. Linking BLS with 11R and MESSAGE III

11R is an 11-region adaptation of the Global 2100 model (Manne and Richels,
1992). This model, in several variants, has been widely used for economic
studies of the global implications of CO; reductions. 11R is a dynamic non-
linear macroeconomic optimization model. Its objective function is the total
discounted utility of a single representative producer-consumer. The maxi-
mization of this utility function determines trajectories of optimal savings,
investment, and consumption decisions. Savings and investment drive the
accumulation of capital stocks. Available labor (dependent on demographic
change) and energy inputs determine the total output of the economy accord-
ing to a nested constant elasticity of substitution (CES) production function.
11R generates internally consistent projections of global and regional GDP,
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as well as trajectories of regional investment, labor, and primary energy con-
sumption. A high degree of correspondence with the BLS in key variables for
modeling the economy makes it feasible to harmonize the scenario analyses
undertaken with the 11R and BLS models. One possible approach would
have been to directly impose projections of GDP, labor, investment, and
technological progress as exogenous inputs to the BLS. This alternative was
dropped, however, as it would have constrained the BLS in an extremely
rigid manner, in effect bypassing its representation of the interdependencies
between the agriculture and nonagriculture sectors.

To keep these interdependencies intact, the approach chosen for link-
ing the models was to harmonize the rates of economic growth generated
in the BLS with those projected by 11R by adjusting production factors
and assumed technical progress. Growth rates in the national models of the
BLS are endogenously determined based on three elements: capital accu-
mulation through investment and depreciation, related to a savings function
that depends on lagged GDP levels as well as balance of trade and financial
aid flows; dynamics of the labor force as a result of demographic changes;
and (exogenous) technical progress. The 34 model components of the BLS
were aggregated into 11 world regions matching the regionalization of 11R
as closely as possible. The harmonization of production factors and GDP
for the period 1990 to 2050 was then carried out on a region-by-region ba-
sis. Regional GDP and investment generated by 11R for the high CO; and
SO, emissions scenario (HER) are shown in Table 1. Economic growth is
highest (over 4%) in the developing regions. Developed regions grow by a
little less than 2%. This model calibration resulted in a BLS reference sce-
nario (BLS/REF3) specifically designed to derive projections of the world
food system that are consistent with the basic economic assumptions used in
11R. As a benchmark run for comparing alternative energy policy scenarios,
reference scenario BLS/REF3 assumes current climate and current levels of
atmospheric CO5 and SO, concentrations.

Another cornerstone of the integrated assessment exercise is MESSAGE
III, a dynamic systems engineering optimization model used for medium- to
long-term energy system planning and energy policy analysis. MESSAGE
IIT uses a bottom-up approach to describe the full range of technological
aspects of energy use, from resource extraction, conversion, transport, and
distribution to the provision of energy end-use services. The model keeps a
detailed account of pollutant emissions of CO, and SO;.

The emission projections arrived at by iteration over the 11R and MES-
SAGE III scenario runs are input to MAGICC (Hulme et al., 1995), which
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Table 1. Economic growth and investment in the 11R high CO; and SO,
emissions energy scenario (HER).

Growth rate Growth rate
GDP (% p.a.) Investment (% p.a.)

(billion 1990 US$) 1990 1990 (billion 1990 US8) 1990 1990
1990 2030 2050 -2030 -2050 1990 2030 2050 -2030 -2050

World 20,870 59,346 97,532 2.65 2.60 4,020 11,570 18,810 2.68 2.61
Developed 18,390 41,121 58,210 2.03 1.94 3,230 7,360 10,550 2.08 1.99
Developing 3,420 19,848 41,451 4.49 4.25 800 4,220 8,260 4.25 3.97

has been widely used for assessments reported by the Intergovernmental
Panel on Climate Change (IPCC) (see IPCC, 1990, 1992, 1996). MAGICC
accounts for the climate feedback due to CO, fertilization and for negative
radiative forcing due to sulfate aerosols and stratospheric ozone depletion.
Emissions are converted to atmospheric concentrations by gas models, and
the concentrations are converted to radiative forcing potentials for each gas.
The net radiative forcing is then computed and input into a simple upwelling-
diffusion energy-balance climate model. This produces estimates of mean
annual temperature for the Northern and Southern Hemispheres useful for
impact studies (see Carter et al., 1994). This study compares the results
of a high CO; and SO; emissions scenario (HER) with the outputs from
two alternative CO3 and SO, emission abatement scenarios. These are the
MIS (Mitigation Including Single-purpose options) and the MOM (Mitiga-
tion Only with Multi-purpose strategies) abatement scenarios. The global
climate and emission characteristics of the three scenarios used in this study
are shown in Table 2.

The HER scenario is purposely high in both CO; and sulfur emissions.
The goal was to better understand possible interactions among strategies
dealing with various aspects of energy development, and the HER scenario
makes interactions between CO, abatement strategies and sulfur abatement
strategies more visible than they might be in a low-emission scenario.

The two low-emission scenarios take advantage of MESSAGE III’s ability
to optimize the energy structure in response to sulfur emission limits. The
first abatement scenario, MIS, uses all opportunities to reduce sulfur, from
the addition of specific mitigation technologies to the redesigning of some
parts of the energy system. The second abatement scenario, MOM, relies
exclusively on emission reductions from the redesigning of the energy system.
Technologies whose single purpose is sulfur abatement are not used.



92

Table 2. Climate and emission characteristics of three energy scenarios.

Scenario 1990 2010 2030 2050 2100
HER
Temperature change (°C)
North 0 0.23 0.48 0.83 1.87
South 0 0.34 0.75 1.24 2.60
Global 0 0.30 0.65 1.07 2.34
CO; concentration (ppmv) 355 398 458 538 810
SO, emissions (Mty~1) 142 198 272 348 498
MOM
Temperature change (°C)
North 0 0.54 1.00 1.50 2.71
South 0 0.41 0.82 1.28 2.47
Global 0 0.43 0.85 1.30 2.50
CO; concentration (ppmv) 355 391 425 474 622
SO, emissions (Mty~!) 142 100 80 72 76
MIS
Temperature change (°C)
North 0 0.59 1.11 1.60 2.88
South 0 0.44 0.89 1.37 2.64
Global 0 0.47 0.93 1.39 2.67
CO3 concentration (ppmv) 355 395 434 488 656
SO, emissions (Mty~1) 142 92 68 72 76

3.3. Temperature and CO; effects on crop yields

A projection of global temperature change only, as calculated by MAG-
ICC, provides insufficient information to assess the impact of climate change
on agriculture. Therefore, we employed geographically detailed information
generated within earlier climate impact studies to estimate regional crop
yield changes for the three scenarios (see Rosenzweig and Parry, 1994; Rosen-
zweig and Iglesias, 1994; Fischer et al., 1994, 1996; Rosenzweig et al., 1995;
Strzepek and Smith, 1995; IBSNAT, 1989).

The original yield change estimates referred to well-defined conditions
of climate and CO; concentrations according to the results of doubled-CO,
simulations of three general circulation models (GCMs) (Table 3): GISS,
Goddard Institute for Space Studies (Hansen et al., 1983); GFDL, Geophysi-
cal Fluid Dynamics Laboratory (Manabe and Wetherald, 1987); and UKMO,
United Kingdom Meteorological Office (Wilson and Mitchell, 1987).

The simulated temperature changes of these GCM scenarios (+4°C to
+5.2°C) are at or above the upper end of the range (+1.5°C to +4.5°C)
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Table 3. GCM climate change scenarios.

Resolution CO3 level Change in average global
GCM Year® (lat.xlong.) (ppmv) temp.(°C) precip.(%)
GISS 1982 7.83°x10° 630 4.2 11
GFDL 1988 4.4°x7.5° 600 4.0 8
UKMO 1986 5.0°%7.5° 640 5.2 15

“Year GCM result was calculated.

projected for doubled-CQ, warming by the IPCC* (IPCC, 1996). Due to the
lack of negative radiative forcing by sulfate aerosols, the temperature changes
generated in the GCM experiments are well above the temperature changes
projected by MAGICC using the emission scenarios of the current study.
For the crop modeling part of the original study (Rosenzweig and Parry,
1994), climate changes from doubled-CO; GCM simulations are utilized with
an associated level of 555 ppmv COg, slightly higher than the CO, levels
occurring in the HER energy scenario (i.e., 538 ppmv in year 2050).

For the regional specification of crop yield impacts for the three energy
scenarios, we scale our previous results calculated for the different GCM
climate scenarios in the following manner. Let ATgcops denote the tempera-
ture change associated with any particular GCM experiment. The levels of
atmospheric CO for the control run (i.e., approximately the current levels)
and for an effective doubling of greenhouse gases are indicated by C2.,,
and C ég A respectively. Furthermore, let Aygjc A denote the yield changes
in region j of the BLS, and AygjcM be a vector of respective yield changes
from CO, fertilization at CO; level Cég ar- These vectors of yield impacts
can be derived from the agronomic results produced in the previous crop
modeling study (Rosenzweig and Iglesias, 1994): (i) the vectors Aysl,,, of
climate-change-induced yield effects are captured in the climate change only
experiments, and (ii) vectors Aygl,, can be calculated as the difference
between climate impacts with physiological effects of elevated CO, and cli-
mate change only scenarios. For global climate conditions resulting from
any particular energy scenario s, that is, a combination of projected tem-
perature change and increase of CO; concentration (At;, Ac,), the effective
yield impact is calculated by linear interpolation:

*Taking into account the range in the estimate of climate sensitivity (1.5-4.5°C) and
the full set of IS92 emission scenarios, the climate models used in the IPCC assessment
project an increase in global mean temperature of between 0.9°C and 3.5°C by 2100.
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The respective changes in global temperature and the level of CO; con-
centrations for the high CO; and SO, emissions scenario (HER) and the two
alternative abatement scenarios (MOM and MIS) are taken from Table 2.
Temperature changes were applied separately for the Northern and Southern
Hemispheres as calculated in MAGICC. This approach, which mixes equi-
librium climate and transient CO, projections, is the best available given
the lack of GCM transient climate change simulations consistent with the
assumed emission scenarios.

3.4. Effects of SO2 on crop yields

Quantification of the effects of SO; on crop yields requires the estimation
of regional SO, deposition and crop damage. RAINS is a modular sim-
ulation system originally designed for integrated assessment of alternative
strategies to reduce acid deposition in Europe (Alcamo et al., 1990). The
model quantifies sulfur emissions from given activity levels in the energy
sector, both production and end uses; traces the fate of these emissions us-
ing atmospheric transport and chemical transformation models; calculates
the amount of sulfur deposition; and estimates the impacts of the emissions
on soils and ecosystems. RAINS generates results in a geographically ex-
plicit manner on a grid of 1° latitude x 1° longitude. To parameterize the
crop yield damage caused by dry deposition of SO;, the gridded estimates
of sulfur deposition and SO, concentrations for South and Southeast Asia
projected by RAINS-Asia® were evaluated using a linear damage function:

igon— o e(z) =30 )
Aysl(z) = — max (0, Y 0.01) , (2)
where 2z is the geographic location (i.e., pixel of 1° latitude x 1° longitude);
e(z) is the mean annual SO, concentration in pgm=2 at location z; and
Aysl(z) is the yield change caused by SO, at mean annual concentration of
e(z).

From Section 2 we know that quantifying SO, impacts on crops is diffi-
cult and controversial. Nevertheless, it was decided to attempt to quantify

®Results of RAINS are available for Europe and for South and Southeast Asia. Spatially
disaggregated estimates of sulfur deposition were not available for other regions.
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possible crop damage from dry deposition in the BLS runs, because omit-
ting these effects would have created an unacceptable bias in the assessment.
However, there is great uncertainty as to the magnitude of the possible SO,
damage to crops.

We use an SO; concentration threshold of 30 ugm™3, as established for
Europe (see Ashmore and Wilson, 1993). In accordance with experiments
cited in Fitter and Hay (1987) and Conway and Pretty (1991), we have
adopted the assumption that crop yield damage increases linearly when SO,
concentration levels exceed the threshold such that yield is reduced by 10%
for each 10 ppbv (i.e., each 10 ppbv = 26.7 ugm~2) increase of mean annual
SO3 concentrations beyond the critical level.

The estimates of crop damage by grid-cell were then aggregated for the
main agricultural areas of major countries in the study region of RAINS-
Asia (e.g., China, India, Pakistan, etc.). In addition to South and Southeast
Asia (CPA, PAS, and SAS regions®), estimates of crop damage from SO
deposition were also included for the former Soviet Union (FSU) and North
America (NAM) using the regional trajectories of sulfur emissions calculated
by MESSAGE III in the HER energy scenario. Consequently, the yield im-
pact equation (1) discussed above was amended to include a term accounting
for SO, damage:

) A . Ac
Ay} Atg, Acs, e = A & 1 — + A o e
Yeem( ) yGCz\-I ATcom Yacm CECM P
+Ay (e5) (3)

3.5. Scenario analysis with the BLS

The evaluation of the potential impacts of alternative future CO; and SO,
emissions on production and trade of agricultural commodities is carried out
by comparing the results of corresponding climate change scenarios with a
reference projection, scenario BLS/REF3. The reference scenario represents
a future with current climate and atmospheric conditions and the contin-
uation of current economic, population, and technology growth rates. The
basic assumptions of the reference and three CO, emission abatement sce-
narios are described in Table 4.

Data on crop yield changes were estimated for different scenarios of
climate change and increases of atmospheric CO, and SO, concentrations,

5The mapping from BLS components to aggregate world regions is given in the
Appendix.
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Table 4. BLS scenarios analyzed in the study.

Scenario

Scenario characteristics

BLS/REF3

HER

MOM

MIS

Reference scenario: UN 1992 medium-growth population
scenario; economic growth by region calibrated through
adjustment of production factor dynamics to approximately
match growth characteristics of 11R results in high-emission
energy scenario; agricultural protection is reduced by 50%
between 1990 and 2020; climate and levels of CO5 and SO,
concentrations remain at base-year level.

High-emission scenario: same basic assumptions as in
BLS/REF3; yield changes parameterized according to
temperature changes and increases in CO, and SO levels (see
Table 10) derived from emissions in high-emission energy
scenario using MAGICC and RAINS-Asia and scaling yield
impacts calculated in EPA climate impact study; spatial pattern
of climate change derived from doubled-CO» GCM experiments
using results published for GISS, GFDL, and UKMO general
circulation models.

Abatement variant 1: same basic assumptions as in BLS/REF3;
yield clianges parameterized according to temperature changes
and increases in CO- levels (see Table 10) derived from emissions
In an energy scenario that implements mitigation through
abatement measures according to multipurpose strategies using
MAGICC and scaling yield impacts calculated in EPA climate
impact study; spatial pattern of climate change derived from
doubled-CO2 GCM experiments using results published for
GISS, GFDL, and UKMO general circulation models.

Abatement variant 2: same basic assumptions as in BLS/REF3;
yield changes parameterized according to temperature changes
and increases in CO; levels (see Table 10) derived from
emissions in an energy scenario that implements mitigation
through abatement measures according to single-purpose (i.e.,
S0, mitigation) options using MAGICC and scaling yield
impacts calculated in EPA climate impact study; spatial pattern
of climate change derived from doubled-CO; GCM experiments
using results published for GISS, GFDL, and UKMO general
circulation models.
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based on the emissions resulting from three alternative emission scenarios.
Data were compiled for each of the 34 regional or national components repre-
senting the world in the BLS. Yield variations caused by climate change, CO;
fertilization, and sulfur deposition were introduced into the yield response
functions of the BLS country models by means of a multiplicative factor
[see equation (3)] impacting on the relevant parameters in the mathemati-
cal representation. This approach implies that both average and marginal
fertilizer productivity are affected by the imposed yield changes. Therefore,
changes in yield obtained in simulations with the BLS that include economic
adaptation will deviate somewhat from productivity changes derived from
crop modeling results, because input levels adjust accordingly.

It is uncertain to what extent the positive physiological effects of CO,
observed in crop experiments will materialize in farmers’ fields (e.g., see
FAO, 1994), and to what extent negative impacts from climate change can
be mitigated by farmers’ adaptation to changing conditions. Thus, we tested
two variants of our BLS scenarios in order to examine the robustness of our
results given our optimistic specification of CO; fertilization effects based on
agronomic experiments (Rosenzweig and Iglesias, 1994) and the potential for
farmer adaptation to yield changes. In scenario variant V1, we assume that
the effect on farmers’ fields will be only two-thirds of the beneficial impacts
of increased CQO3 levels derived from crop experiments. Scenario variant V2
assumes that only two-thirds of both climate and CO; effects materialize
under open field conditions, assuming that farmers act to minimize yield
damage.

Finally, we include the cost of abatement’s potential to affect capital ac-
cumulation for agricultural and other sectoral investment (scenarios V1b and
V2b). Additional investment required for emission abatement is determined
by MESSAGE III. The results, calculated by world region, were input to the
BLS as percentages of GDP used for additional energy investment (and thus
not available for other purposes). The underlying idea is that additional in-
vestment requirements for CO5 and SO, emissions abatement will also affect
capital accumulation in other sectors, including agriculture. Averaged over
decades, the global investment required in scenarios MOM and MIS is about
0.5% of GDP. The investment requirements differ significantly between de-
veloped and developing regions. The following investment coefficients, that
is, the percentages of GDP required for investing in abatement, were used in
the V1b and V2b BLS simulation runs: 0.1% North America (NAM), 0.05%
Western Europe and other developed countries (WEU&ODE), 0.10% Pacific
OECD countries (PAO), 1.2% Africa (AFR), 0.6% Latin America (LAM),
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Table 5. Global agriculture production in BLS/REF3 reference scenario.®
Growth (% p.a.)

Production level 1990 1990

1990 2030 2050 -2030 -2050
Wheat 560 897 1037 1.2 1.0
Rice, milled 345 605 706 14 1.2
Coarse grains 912 1476 1685 1.2 1.0
Agriculture 377 659 784 1.4 1.2

®Units of measurement: wheat, rice (milled equivalent), coarse grains in million tons;
agriculture production in billion 1970 US dollars. In addition, the BLS also includes
the following commodity groups: bovine and ovine meat, dairy products, other animal
products, protein feed, other food products, and nonfood products.

0.6% Western Asia (WAS), 0.8% South Asia (SAS), 1.0% centrally planned
Asia (CPA), and 0.85% Pacific Asia, developing countries (PAS).

4. The Agriculture Sector in the BLS/REF3
Reference Scenario

The reference scenario BLS/REF3 is a long-term projection of agricultural
supply, demand, and trade that serves as a neutral point of departure for
studying potential impacts of alternative emissions scenarios on productivity
changes in agriculture. The reference scenario adopts the economic growth
patterns calculated by the energy model 11R according to the assumptions
in the high-emissions (unabated) energy scenario (HER). We discuss here
the characteristics of the reference scenario BLS/REF3 for comparison with
the impacts of the CO; and SO, emissions abatement scenarios. BLS/REF3
represents a future in which current climate conditions prevail.

Effective demand for food grows substantially, because of higher incomes
and larger populations. This increase in demand is met at somewhat decreas-
ing world market prices for agricultural products, consistent with historical
trends. Table 5 shows global production of agricultural commodities in the
BLS/REF3 scenario. Average annual growth rates of production during the
period 1990 to 2050 (and hence effective demand) for agricultural commodi-
ties range between 1.0% and 1.2% per annum, implying a 1.8- to 2.2-fold
increase compared with 1990 levels. Gross agricultural production” increases
on average 1.2% per annum, that is, by the year 2050 it reaches about 2.1

"Gross agricultural prodnction, labeled Agriculture in Table 5, is calculated at constant
1970 world market prices.



99

Table 6. Population in BLS/REF3 reference scenario.

Population (bln. people) Growth rate (% p.a.)

1990 2030 2050 1990-2030 1990-2050
World 5.2 8.7 9.9 1.3 1.0
Developed 1.3 1.5 1.5 0.4 0.2
Developing 3.9 7.2 8.4 1.5 1.1

Table 7. Cereal production in BLS/REF3 reference scenario.

Total production (mln. tons) Production per capita (kg)

1990 2030 2050 1990 2030 2050
World 1,818 2,977 3,428 350 344 348
Developed® 962 1,327 1,448 759 899 984
Developing 856 1,660 1,979 218 230 236

“Because the Rest of the world region (containing both developed and developing countries)
is included here with the developed region the figures for cereal production and demand
are somewhat higher than shown in the statistics and values for the developing region are
somewhat lower (see Appendix). Rice is included in milled equivalent, that is, a conversion
factor of 0.667 is applied to paddy rice.

times the 1990 level. This compares favorably with the projected average
population increase of about 1.0% annually during the 60-year period from
1990 to 2050 (Table 6).

Global cereal production in 1989-1991 is estimated in the BLS to amount
to 1.8 billion tons (note that rice is included in milled form). Production is
projected to increase to about 3.0 billion tons by the year 2030 and to some
3.4 billion tons by the year 2050, implying an average annual increase of
1.1% over a period of 60 years (Table 7). This increase slightly exceeds the
projected population growth. The share of developed countries (plus “Rest
of the world”) in global production of cereals is projected to decline steadily
between 1990 and 2050, from 53% to 42% by the end of the simulation
period. Over the same period the share of developed countries in the global
demand of cereals declines from 49% in 1990 to 33% in 2050, resulting in an
increased net flow of cereals into developing countries (Table 8).

5. Static Yield Impacts

The individual yield impact components of climate, CO, fertilization, and
SO, damage, and the resulting net impact for each energy scenario at global
and broad regional levels are listed in Table 9. The net yield change is a
measure of distortion known as the static yield impact, because it describes
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Table 8. Cereal demand in BLS/REF3 reference scenario.

Total demand (mln. tons) Demand per capita (kg)

1990 2030 2050 1990 2030 2050
World 1,818 2,977 3,428 350 344 348
Developed 866 1079 1129 683 731 767
Developing 952 1899 2296 242 264 274

Table 9. Static impact on crop productivity in 2050 under GISS climate
assumptions (% change).

Cereals
Impact of World Developed Developing
HER Climate -5.8 -3.0 -7.9
CO, 13.8 13.3 14.2
SO, -6.7 -7.2 -6.4
Net total 1.3 3.2 -0.1
MOM Climate -74 -5.2 -9.1
CO- 9.0 8.7 9.2
SO, 0.0 0.0 0.0
Net total 1.6 3.5 0.1
MIS Climate -7.9 -5.5 -9.7
CO- 10.0 9.7 10.3
SO, 0.0 0.0 0.0
Net total 2.1 4.2 0.6

a hypothetical effect of climate change without taking into account adjust-
ments of the economic system. To obtain an estimate of the static climate
change yield impact for any particular year 7, say, A,(7) for scenario s, we ap-
ply the estimated crop-wise yield changes, M (s, 7) = AyLops[Ats(1), ¢5(7)],
to the yield and production levels as observed in a BLS reference projection
in year 7. For cereals these impacts can be added up without weighting.
To arrive at static impact estimates for other groups of crops and the entire
sector, world market prices for year 7 as simulated in the respective reference
projection are used. In mathematical notation,

Mo-{g s enf{sserel o

eRieC €RieC

where AR(7) is the static climate change yield impact of scenario s on region
R in year 7; Al(s,7) is the climate change yield impact of scenario s for crop
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Table 10. Dynamic impact on cereal production under alternative GCM
variants in 2050 (% change).

GISS GFDL

HER MOM MIS HER MOM MIS
World 0.8 0.9 1.2 0.3 0.3 0.5
Developed 5.2 4.9 5.5 3.5 2.5 2.9
Developing -2.3 -2.0 -2.0 -2.0 -14 -1.3

UKMO AVERAGE

HER MOM MIS HER MOM MIS
World 1.2 1.5 1.7 0.8 0.9 1.1
Developed 4.9 4.8 5.4 4.5 4.1 4.6
Developing -1.5 -1.0 -1.0 -1.9 -1.5 -1.4

i in country j in year 7; PV is the world market price of commodity ¢ in
year 7 of BLS/REF3 projection; and Q7. is the production of commodity ¢
in country j in year 7 of BLS/REF3 projection.

Climate effects on crop yields are uniformly negative, whereas CQ; fer-
tilization effects are positive. SO, effects are negative in the high-emissions
scenario, but are mitigated in the abatement scenarios. Net static impacts
of the emissions scenarios on world cereal yields are small, less than 3%, but
tend to be more positive in developed countries.

6. Scenario Results

The dynamic impacts of the three emission scenarios on cereal production
under alternative GCM regional distributions of temperature are shown in
Table 10. The results take into account economic adjustments triggered by
the changes in crop productivity. Although the CO; concentration is highest
in the HER scenario, the projected temperature increase is less than in the
abatement runs, MOM and MIS, because of lower radiative forcing caused by
the high amount of aerosols. This combination of factors causes the smallest
impacts on world cereal production. Because increased temperature, at least
at an aggregate regional level, leads to negative yield impacts, and increased
CO; leads to sizable positive yield impacts, the HER scenario would clearly
be the best option for agriculture if one were to ignore possible damage
from SO,. Even when taking SO, damage to crops into account, estimates
of aggregate global crop productivity in the HER scenario are comparable
with the estimates for the abatement cases. Overall, the global results are
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Table 11. Regional impacts on agriculture sector GDP and cereal pro-
duction in 2050 (% change relative to BLS/REF3) under GISS climate
assumption.®

Agricultural GDP Cereals

HER MOM MIS HER MOM MIS
World 1.9 1.3 1.6 0.8 0.9 1.2
Developed 4.6 53 5.8 5.2 4.9 5.5
Developing 1.0 0.0 0.2 -2.3 -2.0 -2.0
NAM -3.7 -0.8 -1.1 -2.1 0.1 -0.2
WEU+ODE 7.5 3.7 4.1 9.3 3.5 3.8
EEU+FSU 11.0 13.8 154 13.2 13.9 15.9
PAO 1.8 0.8 0.7 12.7 5.0 4.4
AFR 4.3 0.1 0.4 -14 -5.5 -5.8
LAM 0.1 -3.6 -3.9 -8.2 -11.7 -12.7
WAS 5.4 -0.1 0.1 6.5 -1.5 -1.3
SAS 1.8 1.0 1.3 0.2 -0.8 -0.6
CPA -2.5 1.8 2.1 -4.6 1.9 2.4
PAS -1.8 -1.9 -1.8 0.4 -1.4 -1.4

“See Table 4 for an explanation of acronyms and scenario variants.

similar across the climate impacts derived from GISS, GFDL, and UKMO
doubled-CO; GCM runs.®

However, although world impacts are small, abatement to avoid dam-
age from SO, pollution clearly matters to regional agricultural production
and GDP (Table 11). Outcomes are more beneficial for developed regions
than for developing countries. For both groups, however, the magnitude
of the impacts falls into a fairly broad range, with the most positive re-
sults for the regions including the former Soviet Union (EEU&FSU), Pacific
OECD countries (PAO), and Western Europe (WEU&ODE). The highest
cereal production losses occur in Latin America (LAM) and Africa (AFR).
Compared with the abatement scenarios, the HER scenario with high coal
output has the potential for a downturn in the agricultural sectors of North
America, the former Soviet Union, and China and other nations in Far East
Asia.

The impact on world prices, on the other hand, is fairly moderate (Table
12). As a consequence of a modest increase in crop productivity relative to
the reference scenario BLS/REF3, mainly due to the physiological effects of

8 Although regional results according to different doubled-CO; GCM scenarios are in
most cases compatible with regard to direction of change, there are some striking differ-
ences in the magnitude of the changes.
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Table 12. Dynamic impact on world market prices in 2050 (% change
compared with BLS/REF3).

Price change

HER MOM MIS
Cereals -15 -10 -12
Other crops -24 -15 -17
All crops -21 -13 -15
Agriculture -15 -9 -11

Table 13. Regional impact on cereal production under GISS climate as-
sumptions in runs V1 (lower CO; fertilization) and V2 (lower CO, fertiliza-
tion and farmer adaptation) in 2050 (% change).

V1 V2

HER MOM MIS HER MOM MIS
World -0.9 -0.2 -0.1 -0.3 0.6 0.7
Developed 3.1 3.6 4.0 2.5 3.3 3.7
Developing -3.9 -3.0 -3.2 -2.3 -1.4 -1.4
NAM -0.8 0.6 0.7 -1.7 0.0 0.0
WEU+ODE 7.9 2.6 2.8 7.6 2.5 2.6
EEU+4+FSU 4.2 8.3 9.4 4.5 9.1 10.4
PAO 18.2 8.5 8.8 14.6 3.5 3.2
AFR -1.7 -5.7 -6.3 0.2 -3.9 -4.1
LAM -4.1 -8.9 -9.8 -2.4 -8.0 -8.9
WAS 3.7 -3.8 -3.9 5.8 -0.9 -0.8
SAS -2.3 -2.4 -2.5 -0.2 -0.6 -0.4
CPA 7.8 -0.1 0.1 -7.0 1.3 1.6
PAS -1.1 -2.2 -2.3 0.7 -0.9 -0.9

CO3 on plants, prices of agricultural commodities are generally lower when
considering changes in climate and the atmosphere. When assuming that
the beneficial physiological effects of CO; in the open fields will on average
be only two-thirds of the magnitude determined in crop experiments, the
abatement scenarios become superior for agriculture (scenario variant V1,
Table 13). In this variant, the global impact on cereal production is slightly
negative, between —1% and 0%, and the regional impacts still vary widely,
between —10% and +18%. These conclusions are further strengthened in
scenario variant V2, where we assume that the climate effect will also be
limited to two-thirds of the level determined in the crop experiments (a
rough estimate of adaptation measures by farmers). In this case, the global
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Table 14. Regional impact on cereal production under GISS climate as-
sumptions in runs V1b and V2b, including the costs of CO; and SO, abate-
ment in 2050 (% change).

Vib V2b

HER MOM MIS HER MOM MIS
World -0.9 -0.5 -0.4 -0.3 0.3 0.4
Developed 3.1 3.3 3.8 25 3.1 3.4
Developing -3.9 -3.3 -3.5 -2.3 -1.7 -1.7
NAM -0.8 0.5 0.7 -1.7 0.0 -0.1
WEU+ODE 7.9 2.6 2.8 7.6 2.4 2.6
EEU+FSU 4.2 7.6 8.7 4.5 8.4 9.7
PAO 18.2 8.4 8.7 14.6 3.5 3.0
AFR -1.7 -6.5 -7.3 0.2 —4.7 -4.8
LAM —4.1 -9.2 -10.1 -2.4 -8.3 -9.2
WAS 3.7 -4.2 -4.1 5.8 -1.2 -1.1
SAS -2.3 -2.9 -2.9 -0.2 -1.0 -0.9
CPA -7.8 -0.2 0.0 -7.0 1.2 L5
PAS -1.1 -2.5 2.5 0.7 -1.1 -1.2

results tend to be positive, producing a net benefit in the order of less than
+1% (see Table 13).

Finally, the dynamic impacts on crops taking the cost of abatement mea-
sures into account are shown in Table 14, referring to scenario variants V1b
and V2b. There is, of course, no difference in results for the coal-intensive
energy scenario HER between Table 13 and Table 14, as no additional invest-
ment is required. Earmarking additional energy investment requirements for
abatement causes a small reduction of crop output and GDP of agriculture
of about 0.3-0.4%.

7. Summary

The simulation experiments with the BLS, computed to analyze the impacts
of alternative energy futures on agriculture, suggest a few general conclu-
sions:

o The overall effects are limited due to moderate climate sensitivity and
negative radiation forcing by sulfate aerosols.

e Productivity in agriculture at the aggregate global level increases in sim-
ulations for all three energy scenarios compared with present climate and
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CO; concentration levels, mainly because of the positive physiological
effects of increased CO3 levels on crop performance.

e The aggregate impact for the group of developed countries is clearly
positive in all simulated cases. The aggregate impact on developing
countries is likely to be negative.

e Although there is relatively little difference between outcomes at the
global level, regional results vary greatly between scenarios.

e In particular, regional impacts on agriculture of a coal-intensive high
CO; and SO, emissions scenario could be substantial, especially in re-
gions where agricultural production is located near industrial areas, as
in China and India.

8. Discussion and Conclusions

World population is expected to almost double between 1990 and 2050 from
5 to about 10 billion people, which in turn will necessitate major increases in
the level of economic activities, in energy consumption, and in food produc-
tion. The analysis presented starts from economic projections that stipulate
a more than 10-fold increase of GDP in developing regions between 1990 and
the middle of the next century. Undoubtedly, such dramatic demographic
and economic changes will put heavy demands on resources and will require
the application of more efficient and environmentally benign technologies.

The costs of such environmentally benign technologies, however, are con-
siderable. The projected differences in energy investments between abate-
ment scenarios (both MOM and MIS) and the coal-intensive HER scenario
amount to about 0.5% of global GDP (US$ value), and more than 1% of
GDP in East Asia (CPA region). It is justified, therefore, to carefully ana-
lyze the regional and global consequences of a failure to implement emission
abatement in the energy sector.

When looking only at the projected climate and CO, effects of the three
alternative energy and emission scenarios, conditions in the high-emissions
scenario are more beneficial to agriculture than those in the abatement sce-
narios. This perhaps counterintuitive finding derives from the projected
conditions, namely, that the high-emissions scenario produces the highest
CO;, level (a positive effect) and causes the least warming (a negative im-
pact) of the three cases analyzed. Thus, global impacts on agriculture alone,
and on the basis of the single pollutant taken into account here (i.e., SO,),
do not seem to provide sufficient economic justification for abatement.
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However, unlike the debate on climate change impacts where the regions
mainly responsible for the increase in atmospheric CO; concentration may
be different from those most affected by it, the damage caused by air pollu-
tion stays more closely within the region of origin, at least when analyzing
the effects in terms of broader world regions. Hence, from a regional per-
spective, abatement appears to be foremost in the interest of the polluters
themselves. Thus, emission abatement in terms of agricultural impacts is a
regional issue much more than a global one. Furthermore, high levels of SO,
emissions pose a number of environmental risks not included in this anal-
ysis. The detrimental impacts of airborne chemicals include human health
effects, acidification of soils and water bodies, forest dieback, and damage
to buildings and infrastructure. Whereas the cost of abatement measures
is determined by rather well-specified investment requirements, the damage
caused by SO; and related pollutants is complex, of multiple forms, and
widespread.
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Economic

group Region BLS component®

Developed NAM Canada, USA
WEU+ODE  Austria, EC-9, Rest of the world®
EEU+FSU Eastern Europe & USSR
PAO Australia, Japan, New Zealand

Developing AFR

LAM

WAS

SAS
CPA

PAS

Kenya, Nigeria,

Africa Oil Exporters,

Africa medium income/calorie exporters,
Africa medium income/calorie importers,
Africa low income/calorie exporters,

Africa low income/calorie importers
Argentina, Brazil, Mexico,

Latin America high income/calorie exporters,
Latin America high income/calorie importers,
Latin America medium income

Egypt, Turkey,

Near East Asia oil exporters,

Near East Asia medium-low income

India, Pakistan,

Asia low income

China,

Far East Asia high-medium income/calorie importers

Indonesia, Thailand,

Far East Asia high-medium income/calorie exporters

“For details of country grouping in the BLS, see Fischer et al. (1988).
*The main characteristics of the Rest of the world region derive from developed countries
mainly in Europe; the region also includes some developed and developing countries in

other parts of the world.
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PAGE95: An Updated Valuation of the Impacts
of Global Warming

Erica L. Plambeck and Chris Hope
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Abstract

A vital measure for global warming policy is the marginal impact of a tonne
of carbon emitted to the atmosphere. In economic terms, this value cor-
responds to the carbon tax level needed to internalize the externalities as-
sociated with climate change. This study re-evaluates the marginal impact
of carbon dioxide (CO;) emissions in light of new scientific and economic
understanding of the cooling effects of sulfate aerosols and ozone depletion,
the regional distribution of global warming damage, nonlinearity in damage
as a function of temperature rise, and the appropriate discount rate.

1. Introduction

Global warming policy must balance the cost of reducing greenhouse gas
emissions now against potential damage from future climatic change. A vi-
tal and ongoing debate involves valuing the impacts of carbon dioxide (CO3)
emissions to the atmosphere (Nordhaus, 1991; Cline, 1992; Fankhauser,
1993; Fankhauser, 1994b; Azar, 1994). One common measure is the marginal
impact of a tonne of carbon emitted to the atmosphere. In economic terms,
this value corresponds to the carbon tax level needed to internalize the ex-
ternalities associated with climate change. However, the complexity of the
global warming phenomenon and difficulties in representing the impacts of
climatic change using a single monetary value make the marginal impact per
tonne carbon (tC) a highly uncertain value. The range of estimates is large;
most values lie between US$5-25/tC (Fankhauser and Pearce, 1993).

Hope and Maul (1996) demonstrated that much of this disparity is ex-
plained by different assumptions about the effectiveness of adaptation to
climate change, the background level of CO; emissions, economic growth
rates, and the discount rate. Another key factor is the treatment of uncer-
tainty.
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One of the two models used by Hope and Maul, the Policy Analysis for
the Greenhouse Effect (PAGE) model, was developed for use by European
Union (EU) decision makers in 1991. Since then, scientific knowledge of the
global warming problem and methods for impact valuation have developed
greatly. For example, the sulfate aerosols produced by the burning of fossil
fuel have been found to have a significant cooling effect. Chlorofluorocarbons
(CFCs), once thought to be the most potent greenhouse gases, are now be-
lieved to have only a slight effect because they destroy ozone, itself a strong
greenhouse gas. Case studies in various regions of the world have improved
our ability to measure damage from global warming, and suggest that dam-
age is likely to be a nonlinear function of temperature. The PAGE model
was recently updated to reflect this information (Plambeck et al., 1995). In
this paper we use the updated PAGE model, PAGE95, to examine the effect
of new scientific and economic knowledge on the predicted marginal impact
per tonne of carbon, and take another look at the role of assumptions about
the discount rate, economic growth rate, and the effectiveness of adaptation
to climate change.

2. The PAGE95 Model

The PAGE integrated assessment model was developed in 1991 for use by EU
decision makers {Hope et al., 1993). An updated model version, PAGE95,
accounts for recent developments in the science and economics of global
warming (Plambeck et al., 1995). Global warming policy decision variables
are the level of greenhouse gas emissions over time and the degree of adap-
tation to climate change. For a specified global warming policy, PAGE95
estimates the cost of enacting that policy as well as the resulting climate
change impacts, the focus of this paper.
PAGE95 contains equations that model

¢ Emissions of the primary greenhouse gases, CO; and methane. Chlo-
rofluorocarbons (CFCs) and hydrochlorofluorocarbons (HCFCs), deci-
sion variables in the original PAGE model, have a reduced role in
PAGE95. Although future emissions are limited by international agree-
ments to protect the ozone layer, existing atmospheric concentrations
are not expected to decline significantly in the next century. Therefore,
PAGE95 models (H)CFCs as a small addition to background radiative
forcing (small due to the cooling effect of ozone depletion).

o The greenhouse effect. Anthropogenic emissions of greenhouse gases
exceed the rate of removal by chemical and biological processes and
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accumulate in the atmosphere. The greenhouse gases trap heat in the
atmosphere so that less of the incoming solar radiation is re-radiated
to space. This increases radiative forcing, the net flux of energy to
the earth. The earth’s temperature rises very slowly as excess heat is
transferred from the atmosphere to land and ocean.

e Cooling from sulfate aerosols. Sulfate aerosols result from fossil fuel
combustion and are commonly known as the cause of acid rain. They
also backscatter incoming solar radiation and interfere with cloud for-
mation, producing a reduction in radiative forcing. This counteracts the
greenhouse effect.

¢ Regional temperature effects. Unlike greenhouse gases, which remain in
the atmosphere for decades and are globally mixed, sulfate aerosols have
a very short atmospheric lifetime (about six days) and so tend to remain
in the source region. Therefore, sulfate aerosol cooling is a regional phe-
nomenon. For the eight world regions in PAGE95,! temperature rise
is computed from the difference between global warming and regional
sulfate aerosol cooling. Sulfate cooling is greatest in the more industri-
alized regions, and tends to decrease over time due to sulfur controls to
prevent acid rain and negative health effects.

e Nonlinearity in the damage caused by global warming. Climatic change
impacts are a polynomial function of regional temperature increase above
some tolerable level of temperature change, (T' — Ty.)", where n is an
uncertain input parameter.

e Regional economic growth. Impacts are evaluated in terms of an annual
percentage loss of gross domestic product (GDP) in each region, for
a maximum of two sectors — in this application defined as economic
impacts and noneconomic (environmental and social) impacts.

e Adaptation to climate change. Investment in adaptive measures (e.g.,
the building of sea walls; development of drought-resistant crops) can
increase the tolerable level of temperature change (T},;) before economic
losses occur and also reduce the intensity of both noneconomic and eco-
nomic impacts.

All aspects of the global warming problem are subject to profound un-
certainty. To express the model results in terms of a single “best guess”
could be dangerously misleading. Instead, policy should be informed by a
range of possible outcomes. Therefore, PAGE95 represents more than 70 key

'The eight regions are China and Centrally Planned Asia, India and Southeast Asia,
Latin America, Africa and the Middle East, Eastern Europe and the former Soviet Union,
USA, EU, and Other OECD Nations.
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input parameters by probability distributions. Random sampling is used to
build up an approximate probability distribution for the model results. The
comprehensive scope and probabilistic formulation of the model necessitate
the simplest credible equations. These equations and the probability dis-
tributions for key input parameters are described in Plambeck et al. (1995)
and Plambeck and Hope (1995).

3. Calculating Marginal Impacts

The marginal impact of a tonne of carbon emitted as CO; is computed by
comparing the impacts of two policies that differ only by a “pulse” of carbon
emissions. The impact of one tonne of carbon is too small to be detected.
Human emissions of COy are small compared with natural cycles, so the
pulse must be large in human terms to produce a measurable effect. Even
1 billion tonnes (1 GtC, about 15% of annual world emissions), cannot be
detected, and 10 GtC is at the limit of resolution of the PAGE95 model.
For this study the policies are made to differ by a pulse of 100 GtC. The
incremental impact of this pulse is then divided by 10! to give the valuation
of impacts per tC. This procedure is taken from Hope and Maul (1996).

The structure of the PAGE95 model, designed to look at long-term poli-
cies, does not allow for an instantaneous pulse. Therefore the 100 Gt C pulse
is emitted over the 30-year period from 1990-2020, peaking in 2000. Hope
and Maul (1996) observe that, for a positive discount rate, this will produce
a smaller impact valuation than an instantaneous pulse in the year 2000. For
example, given an effective discount rate of 2%, the approximate levelizing
factor is 0.77. However, the results in this paper are not modified by any
levelizing factor. Spreading the pulse is reasonable given the long time scale
required for policy to affect CO; emissions (e.g., a carbon tax leading to the
replacement of inefficient fuel-burning equipment).

Hope and Maul (1996) used the original PAGE model to estimate the
marginal impact per tonne of carbon emissions at US$5, with a 90% range
from US$2-7/tC, based on the following assumptions:

¢ A horizon of 2200 for calculating impacts to allow for the long time lags in
the natural systems. The impacts were aggregated and discounted back
to the base year, 1990, at 5% per year; this rate reflects the opportunity
cost of capital.

¢ Business-as-usual (BAU) emissions of CO2, methane, CFCs, and HCFCs
based on Intergovernmental Panel on Climate Change (IPCC) Scenario
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Figure 1. Carbon emissions by policy and year.

1S92a up to 2100. The second policy (BAU+PULSE) added the pulse of
100 GtC of CO4 emissions to these BAU emissions, as shown in Figure 1.

e Economic impacts were taken to be in the range of 0.25-1.6% of GDP
per °C per year, with a most likely value of 0.6% for all world regions.
Noneconomic impacts were taken to be slightly lower than economic
impacts to conform with the results found by Nordhaus in a poll of
experts (Nordhaus, 1994). Both economic and noneconomic impacts
grew as a linear function of temperature.

e Large amounts of adaptation in the developed world, such as the build-
ing of sea walls and the prevention of development in vulnerable areas,
that eliminated economic impacts altogether for the first 2°C temper-
ature rise, and reduced the remaining impacts by 90% after 50 years;
in the developing world, adaptation reduced impacts by 50% after 50
years (CRU/ERL, 1992). In all regions, adaptation was less effective at
reducing noneconomic impacts, bringing only a 25% reduction.

e A worldwide economic growth rate of 2% per year, implying that both
the economic and noneconomic impacts of a 1°C temperature rise also
grew at 2% per year before adaptation.

In a series of experiments in this paper, we examine the effect of suc-
cessive updates to the PAGE model on the estimated marginal impact per
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tonne of carbon emissions. This process culminates in the PAGE95 current
best assessment of marginal impact. Subsequent experiments with PAGE95
explore the sensitivity of that result to assumptions about the discount rate
and the degree of adaptation to climatic change.

3.1. The PAGE95 updated climate model
Ozone Depletion

The first experiment, CLIMATE, involves the PAGE95 updated climate
model with cooling from ozone depletion and sulfate aerosols. All other
aspects of the PAGE model remain as in Hope and Maul (1996). For more
than 15 years it was thought that CFCs were the most potent greenhouse
gases (Ramanathan, 1975). However, recent studies show that the radiative
forcing effect of CFCs is counterbalanced by their destruction of stratospheric
ozone, itself a greenhouse gas. For this reason CFCs have only a small net
warming effect (Wigley and Raper, 1992). In PAGE95 net radiative forcing
from all halocarbons, including CFCs, is taken to be 0.2 W/m? for the period
1990-2080 and zero thereafter based on the latest scientific data (Daniel et
al., 1995). This change reduces the predicted level of global warming by as
much as 10% by the year 2200.

Sulfate Aerosols

The more dramatic update is regional cooling from sulfate aerosols. Current
research indicates that anthropogenic aerosols in the troposphere, notably,
sulfate, have a significant cooling effect (Wigley, 1994; Charlson et al., 1992;
Taylor and Penner, 1994). Aerosols are produced primarily by metal smelt-
ing and the combustion of biomass and fossil fuels. These activities pro-
duce gases containing sulfur, carbon, and nitrogen, which are converted into
aerosols (small, solid particles from 1073 to 102 um in radius) by chemical
reactions in the atmosphere. The primary actor is sulfur dioxide (503) gas,
which is oxidized to produce sulfate (SO} 1) aerosol, commonly known as a
contributor to acid rain. Aerosols have been found to have a direct effect
on climate by reflecting incoming sunlight, and an indirect effect involving
cloud formation.

Aerosols absorb and backscatter solar radiation. This is commonly re-
ferred to as the direct cooling effect. In the absence of clouds, radiative
forcing decreases as a linear function of tropospheric aerosol concentration.
In this paper, we take the magnitude of the direct cooling effect to be in
the range from 0.3 to 0.9 W/m? in annual global mean forcing for present
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concentrations, based on Jones et al. (1994), Charlson et al. (1992), Kiehl
and Briegleb (1993), and Taylor and Penner (1994). This is not insignifi-
cant compared with the radiative forcing effect of anthropogenic greenhouse
gases, estimated at 2 to 2.5 W/m? (IPCC, 1990).

Aerosols also impact climate indirectly through cloud formation.
Aerosols act as cloud condensing nuclei (CCN), increasing the overall vol-
ume of clouds. Clouds augment the albedo (reflectivity) of the atmosphere
so that more incoming sunlight is reflected back into space (Langner and
Rohde, 1991). Second, by increasing the concentration of CCN, aerosols re-
duce mean cloud droplet size. This interferes with rainfall and changes the
distribution of clouds and water vapor. As water vapor is the primary green-
house gas, this phenomenon will play a major role in climate change. The
indirect effect of aerosols on radiative forcing is more difficult to quantify
than the direct effect, because the complex interactions between aerosols,
CCN, and cloud properties are poorly understood. The indirect effect might
even constitute a net increase in radiative forcing (Charlson et al., 1992).
Using a version of the Hadley Centre GCM, Jones et al. (1994) estimate
that the global annual mean of indirect radiative forcing is ~1.3 W/m? for
present concentrations. Based on these results, we take the indirect effect to
be in the range from 40.2 to —2.4 W/m? of annual global mean forcing for
present concentrations

Climate modelers are moving quickly to incorporate aerosols, “the miss-
ing forcing factor,” so that model results will reflect observed temperatures
over the past century (Matthews, 1994). Aerosols can explain past overesti-
mates of heating by GCMs (Hadley, 1995). Aerosols can also account for the
previously inexplicable decrease of temperature in the Northern Hemisphere
(in which more than 90% of industrial SO; is emitted) that has not occurred
in the Southern Hemisphere (Wigley, 1989).

Unlike greenhouse gases such as CO;, which remains in the atmosphere
for centuries, aerosols are rapidly removed from the atmosphere through pre-
cipitation or dry deposition. The average lifetime is only six days (Charlson
et al., 1992). As a result, the cooling effect of sulfate aerosols is concentrated
in the source region. Greenhouse gases, which are uniformly mixed through-
out the atmosphere, can be modeled as a simple additive component in mean
global forcing, whereas modeling the effect of aerosols requires regional speci-
ficity. Therefore, PAGE95 computes regional temperature rise based on the
change in radiative forcing from regional sulfur emissions.? Figure 2 shows

2The direct cooling effect is modeled as a linear reduction in radiative forcing as a
function of anthropogenic sulfur flux for each region. The indirect effect on radiative
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Figure 2. Annual emissions of sulfur for developing and developed coun-
tries, 1990-2200, in Tg of sulfur. Developed countries include the follow-
ing PAGE95 regions: European Union, USA, other OECD Countries, East-
ern Europe and the former Soviet Union. Developing countries include the
following PAGE95 regions: China and Centrally Planned Asia, India and
Southeast Asia, Africa and the Middle East, and Latin America. Sources:
Spiro et al., 1992; WEC, 1992; Ball and Dowlatabadi, 1994.

the projected sulfur emissions over time used in this paper. These are derived
from Spiro et al. (1992); WEC (1992); Ball and Dowlatabadi (1994).
Figure 3 contrasts the temperature rise predicted by PAGE95 with the
results from PAGE (Hope and Maul, 1996): for both policy scenarios the
mean temperature rise predicted by PAGEQS5 is significantly lower than in
PAGE. The difference is most important in the early years, when the sulfate
cooling effect is greatest in proportion to greenhouse warming. Due to their
short atmospheric lifetime, sulfate aerosols do not accumulate in the atmo-
sphere over time as does CQOjy; sulfate aerosol cooling is roughly proportional
to the rate of emission. Therefore the greenhouse effect will dominate in the
long term unless sulfate aerosol emissions increase dramatically relative to
the greenhouse gases, which is very unlikely. Fossil fuel combustion is the

forcing is modeled as a logarithmic function of the ratio of anthropogenic sulfur to the
natural sulfur flux. Regional temperature rise is calculated from the difference between
positive radiative forcing from the greenhouse effect and negative radiative forcing from
aerosols, allowing for thermal lag.
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Figure 3. Mean temperature rise (°C) in the CLIMATE experiment, by
policy and year, 2000-2200. Pulse of 100 GtC emitted from 1990-2020.
Source: Hope and Maul, 1996; and PAGE95 runs.

primary source of both sulfate aerosols and CO; emissions, so the two are
closely linked. However, unlike CQ,, sulfates can be removed from the ex-
haust stream. Particularly in wealthy countries, concerns about acid rain
and health effects have prompted investment in sulfur control technologies.
Decision makers are very unlikely to choose to increase sulfate emissions in
order to combat global warming. As Figure 2 shows, we assume that aggre-
gate world sulfate aerosol emissions decrease after 2040, causing the level of
net radiative forcing in the two models to converge. However, as a result of
the earth’s thermal lag, temperatures in PAGE95 are still significantly lower
through the year 2200.

The CLIMATE experiment computes the marginal impact per tonne of
carbon emissions using the PAGE95 updated climate model with cooling
from ozone depletion and sulfate aerosols. All other aspects of the PAGE
model remain as in Hope and Maul (1996). Marginal impact results for the
CLIMATE experiment appear in Table 1. Net present value of impacts refers
to the sum of economic and noneconomic impacts through the year 2200,
discounted and aggregated back to 1990. The columns “min” and “max”
refer to the 5% and 95% points on the probability distribution of results.
Recall that Hope and Maul (1996) estimated the marginal impact per tonne



120

Table 1. Total and marginal impacts in the CLIMATE experiment, 1990—
2200.

Min® Mean Max?
Net present value of impacts
BAU + 100GtC emissions (US$ trillion) 0.9 2.5 5.5
BAU emissions (US$ trillion) 0.8 2.2 4.6
Marginal impacts (US$/tC) 1.0 3.0 6.0

“Min = 5% point on distribution of results.
*Max = 95% point on distribution of results.
Source: PAGE95 runs.

of carbon emissions at US$5, with a 90% range from US$2-7/tC. The CLI-
MATE experiment suggests that the cooling effects of ozone depletion and
sulfate aerosols decrease the estimated marginal impact per tonne of carbon
by US$1-2. This result is unsurprising. Natural and economic systems are
thought to be robust; that is, impacts will not occur for sufficiently small
or gradual increases in temperature. By depressing temperature, ozone de-
pletion and sulfate aerosols are expected to reduce and delay the onset of
impacts from the CO, pulse.

Climate Sensitivity to Carbon Dioxide Concentration

Nevertheless, the true implications of the scientific findings on aerosol cooling
may be counterintuitive. Climate sensitivity to increased atmospheric CO,
concentration is usually estimated from global circulation models (GCMs)
calibrated to reproduce observed temperature trends over the past century.
However, by leaving out a substantial cooling factor (sulfate aerosols) GCMs
have probably underestimated climate sensitivity to CO. Therefore, green-
house warming is likely to be greater than was previously expected. As
discussed previously, sulfate aerosol cooling will not significantly counteract
greenhouse warming in the long term. Hence recent scientific findings on
cooling from sulfate aerosols may actually increase the estimate of marginal
impact per tonne carbon emissions.

The second experiment, CLIMATEZ2, investigates this possibility by also
varying a key input parameter in PAGE: the equilibrium warming caused
by a doubling of atmospheric CO; concentration (ATzco,). Previous ex-
periments in Hope and Maul (1996) and CLIMATE used the IPCC 1992
estimate of ATycp, in the range 1.5-4.0°C, with most likely value being
2.5°C. This figure was derived from GCMs without sulfate aerosol cooling;
an increased value is appropriate for use in the PAGE95 climate model with
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Figure 4. The 90% range and mean temperature rise (°C) above the 1990
level in the EU in the CLIMATE?2 experiment, by policy and year, 2000-
2200. Pulse of 100 GtC emitted from 1990-2020. Source: PAGE95 runs.

sulfate aerosols. In the CLIMATE2 experiment, ATyco, ranges between
1.5 and 6.0°C, with most likely value being 3.0°C. This increase in ATyc0,
is conservative. From the estimates of aerosol cooling in the forthcoming
IPCC report, Raper et al. (1995) conclude that the value of ATycp, must
be at least 4.5°C to explain the observed temperature rise of 0.5°C over the
past century. West et al. (1995) recommend a range of 2.0-5.5°C, with a
best estimate of 3.5°C for ATzco,. Figure 4 shows the 90% range and mean
temperature rise predicted by PAGE95 with increased climate sensitivity for
each policy. Note that the level of temperature increase is highly uncertain,
and that the range of possible values is large compared with the difference
between policies.

The marginal impact results for the CLIMATE2 experiment appear in
Table 2. Increased climate sensitivity to atmospheric CO; yields an es-
timated marginal impact of US$5/tC, in agreement with Hope and Maul
(1996) and 25% higher than in the previous experiment, CLIMATE. We
observe that cooling from ozone depletion and sulfate aerosols reduces the
estimated marginal impact per tonne carbon, but only if the temperature
sensitivity to atmospheric COj; is not adjusted. Clearly, the marginal impact
valuation per tonne carbon may rise if, as suggested by Raper et al. (1995),
climate sensitivity is even greater than assumed in CLIMATE2.
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Table 2. Total and marginal impacts in the CLIMATIE?2 experiment, 1990-
2200.

Min® Mean Max?
Net present value of impacts
BAU + 100GtC emissions (US$ trillion) 1.1 3.7 8.4
BAU emissions (US$ trillion) 0.9 3.2 7.2
Marginal impacts (US$/tC) 2.0 5.0 12.0

“Min = 5% point on distribution of results.
*Max = 95% point on distribution of results.
Source: PAGES5 runs.

Expansion of the 90% range for the marginal impact per tonne carbon,
from US$2-7/tC in Hope and Maul (1996) to US$2-12/tC, illustrates a very
important point about recent scientific findings on aerosol cooling. The cli-
mate system is even more complex than was previously thought. Modelers
must assess the strength of two competing phenomena, greenhouse warming
and aerosol cooling, from the historical temperature record. Therefore, al-
though the mean results have not changed, we can be far less certain of our
calculations. The marginal impacts caused by a tonne of carbon emissions
may be significantly larger than previous predictions.

Regional Differences in the Impacts of Climate Change

In the third experiment, IMPACTS, PAGE95 is run as in CLIMATE2 with
the addition of an updated valuation of the regional impacts of global warm-
ing. Much of the research on valuing the impacts of climate change has
focused on the USA and other Organisation for Economic Co-operation and
Development (OECD) countries (e.g., EPA, 1989; CRU/ERL, 1992). How-
ever, the level of damage from global warming is expected to vary widely
among geographical regions. Different areas may be more or less vulnera-
ble to climatic change. For example, heat stress and drought are expected
to be most extreme in the interior of continents, while island nations and
low lying coastal areas such as Bangladesh will suffer most from sea level
rise. Impacts are expected to be relatively large in the less developed coun-
tries due to the relative importance of climate-dependent sectors such as
agriculture. Furthermore, loss of life is likely to be proportionally greater
in developing countries because of poor nutrition and health infrastructure.
With limited financial reserves, developing countries have less capacity for
adaptation. According to Fankhauser (1994c), damage to developing coun-
tries will be 50% higher than the OECD average. However, not all agree.
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Table 3. Regional impact factors (compared with the EU) for the IM-
PACTS experiment.

Regional impact factors

Region Minimum Most likely Maximum
USA 0.75 1.20 1.40
OECD except USA and EU 0.7 2.20 2.60
Former USSR and Eastern Europe -0.30 0.00 0.30
China and Centrally Planned Asia 1.00 4.00 4.80
India and Southeast Asia 1.00 6.60 7.90
Africa and the Middle East 1.00 4.50 5.40
Latin America 1.00 3.30 4.00

Sources: Tol, 1995; Fankhauser, 1994b; CRU/ERL, 1992,

Manne et al. (1995) observe that willingness to pay to avoid noneconomic
(ecological and social) damages from global warming increases with income.
Therefore the valuation of noneconomic damages should be higher in the
developed countries.

Most attempts to quantify damage have focused on the benchmark of a
doubling of atmospheric CO; concentration and the associated temperature
rise of 2.5°C (IPCC, 1990). PAGE95 has two uncertain input parameters
representing the percentage of GDP loss per 2.5°C in the economic and
noneconomic sectors. These values are estimated for the focus region, the
EU. In terms of the percentage of GDP lost per 2.5°C, noneconomic impacts
will range between 0.3 and 3.5, with the most likely value being 0.7; economic
impacts will range between 0.3 and 1.5, with the most likely value being 0.6.
Economic and noneconomic impacts in the other regions are computed as
a multiple of the EU values. For example, percentage of GDP lost per
2.5°C in India and Southeast Asia is between 1 and 7.9 times the value for
the EU, with the most likely value being 6.6. In some cases, benefits are
expected to occur as a result of warming (e.g., agriculture in the former
Soviet Union). This is represented by a negative value for GDP loss (see
Table 3). This valuation of impacts derives from Tol (1995), Fankhauser
(1994b), and CRU/ERL (1992).

The results of the IMPACTS experiment appear in Table 4. Updat-
ing the regional damage estimates yields a slight reduction in the estimated
range of marginal impacts. However, the mean marginal impact increases to
US88/tC in IMPACTS, compared with US$5/tC in the CLIMATE2 experi-
ment, primarily due to significant damage in the less developed countries.
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Table 4. Total and marginal impacts in the IMPACTS experiment, 1990-
2200.

Min?® Mean Max®
Net present value of impacts
BAU + 100GtC emissions (US$ trillion) 2.8 6.8 14.2
BAU emissions (US$ trillion) 2.5 6.0 13.0
Marginal impacts (US$/tC) 3.0 8.0 12.0

“Min = 5% point on distribution of results.
®Max = 95% point on distribution of results.
Source: PAGE95 runs.

Table 5. Total and marginal impacts in the NONLINEAR experiment,
1990-2200.

Min® Mean Max?
Net present value of impacts
BAU + 100GtC emissions (US% trillion) 1.8 6.7 16.7
BAU emissions (US$ trillion) 1.2 5.9 14.9
Marginal impacts (US$/tC) 6.0 8.0 18.0

“Min = 5% point on distrubtion of results.
*Max = 95% point on distribution of results.
Source: PAGE95 rums.

Nonlinearity in Climatic Impacts

We observed previously that most attempts to quantify the impacts of cli-
mate change focus on a benchmark warming of 2.5°C, yet this benchmark
is likely to be surpassed within the next century. A current issue in pol-
icy analysis is how to extrapolate in order to predict damage before and
after the benchmark of 2.5°C. Impacts are usually assumed to be a polyno-
mial function of temperature rise with power between 1 and 3 (Nordhaus,
1993a, 1993b; Peck and Teisberg, 1993a, 1993b). A poll of experts suggests
a power of 1.3 as the most likely value (Fankhauser, 1994b). In the fourth
experiment, NONLINEAR, both economic and noneconomic impacts grow
nonlinearly with temperature rise (recall that a linear model was used in
the previous experiments). The impact function is a polynomial function of
temperature rise above the tolerable level, (T — T;,)", where n is an uncer-
tain input parameter with minimum of 1, maximum of 3, and most likely
value of 1.3. The impact function is calibrated to give the same results as a
linear function for a 2.5°C temperature rise.

The results for the NONLINEAR experiment appear in Table 5. For
the range of emissions we examine, nonlinearity in the impact function does
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Figure 5. Impacts by temperature rise and form of damage function (warm-
ing above the preindustrial level). Tolerable temperature rise before impacts
occur is 2°C.

not change the estimated mean marginal impact of a tonne of carbon emis-
sions. As shown in Figure 5, for a temperature rise above the tolerable level
that is smaller than 2.5°C, the nonlinear damage function falls below the
linear function. However, for a large temperature rise the nonlinear damage
function dominates. In short, nonlinearity in the damage function decreases
damage in the early years, but increases damage later. In the NONLIN-
EAR experiment the net effect is slight. However, the introduction of an
additional uncertain parameter to represent the curvature of the damage
function yields an increase in the range of estimated marginal impacts.

Regional Economic Growth and Time-Variable Discounting

Previous experiments assumed a uniform, worldwide economic growth rate
of 2% per year and a discount rate of 5%. The fifth experiment, REGIONAL,
is distinguished from NONLINEAR by the use of time- and region-specific
values for the economic growth rate taken from the Energy Modelling Forum
(EMF, 1994). These values appear in Table 6. Furthermore, the discount
rate is time variable and linked to economic growth (see Table 7).

In economic growth theory the discount rate, r(t), is given by Ramsey’s
rule:

rt)=y-g9(t)+p ,
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Table 6. Regional annual economic growth rates (in percent).
EU, Other Former USSR, China, Centrally India, Southeast

Years USA OECD Eastern Europe Planned Asia Asia, Africa
1990-2000 2.5 2.7 -1.5 4.0 3.8
1990-2020 2.3 2.3 4.3 3.5 4.2
1990-2040 1.5 1.5 3.6 3.3 3.6
1990-2060 1.7 1.7 2.7 3.1 3.1
19902080 1.2 1.2 2.0 3.0 2.8
1990-2100 1.1 1.1 2.0 3.0 2.8
1990-2125 1.1 1.1 1.0 2.0 2.0
1990-2150 0.8 0.8 1.0 2.0 2.0
1990-2200 0.8 0.8 0.8 1.0 1.0

Source: EMF, 1994.

Table 7. Time-variable discount rate, r(t).

1990- 2000~ 2020~ 2040~ 2060~ 2080~ 2150-
Years 2000 2020 2040 2060 2080 2150 2200
r(t) 3.93 4.59 4.56 4.58 4.70 4.94 3.90

Source: World per capita economic growth rate + 3% time preference (EMF, 1994).

where y is the negative of the elasticity of marginal utility of consumption,
p is the pure rate of time preference, and ¢(t) is the per capita relative
growth rate of consumption. The term y-¢(t) is positive under the standard
conditions that the economy grows, and that marginal utility is positive, but
its derivative is negative (Azar, 1994, p. 1256). The value y is usually set to
one, corresponding to a logarithmic utility function. The per capita relative
growth rate of consumption may be computed as

o= crpy
where C(t) is the global consumption, and P(¢) the world population at time
t. For experimental purposes in this study, ¢(t) is assumed to be equivalent to
the worldwide per capita economic growth rate (i.e., consumption accounts
for a fixed percentage of total production).

A time-variable discount rate should be used in climate change analysis
because economic and population growth rates, and hence the value g(t), are
highly variable in the long term. In particular, economic growth rates will
be affected by abatement policies and warming impacts. Nevertheless, to
date most global warming analyses have used a fixed discount rate, the level
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Table 8. Total and marginal impacts in the REGIONAL experiment, 1990~
2200.

Min® Mean Max?
Net present value of impacts
BAU + 100GtC emissions (US$ trillion) 5.0 19.8 45.5
BAU emissions (US$ trillion) 4.0 17.7 40.7
Marginal impacts (US$/tC) 10.0 21.0 48.0

Min = 5% point on distribution of results.
*Max = 95% point on distribution of results.
Source: PAGESS5 runs.

Table 9. Total and marginal impacts in the PTP2 experiment, 1990-2260.

Min?® Mean Max?

Net present value of impacts
BAU + 100GtC emissions (US¥ trillion) 19.0 58.1 103.5
BAU emissions (US$ trillion) 17.0 53.5 94.1
Marginal impacts (US$/tC) 20.0 46.0 94.0

“Min = 5% point on distribution of results.
*Max = 95% point on distribution of results.
Source: PAGE9S runs.

of which strongly conditions the results (see Haraden, 1993; Fankhauser,
1994a)

The use of variable discounting based on economic and population
growth rates still requires a difficult decision on the pure rate of time pref-
erence, p. The appropriate pure time preference for the study of global
warming is hotly disputed. According to Azar (1994) and Cline (1992) the
use of a positive pure time preference, p, is unethical because it implies that
the utility of the current generation is worth more than that of future gener-
ations. However, only a positive rate is consistent with savings and interest
rate data (Fankhauser, 1994b). Many global warming optimization mod-
els (Nordhaus, 1991, 1993a, 1993b; Peck and Teisberg, 1992, 1993a, 1993b;
Manne et al., 1993) use a 3% rate of pure time preference, and that value is
also assumed in the REGIONAL experiment.

The results of the REGIONAL experiment appear in Table 8. These
figures represent the PAGE95 current best estimate for marginal impacts.
The extremely large increase in the valuation of marginal impacts, from a
mean value of US$8/tC in NONLINEAR to a mean value of US$21/tC in
REGIONAL, occurs because both economic growth and damage tend to be
concentrated in the developing countries.
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Table 10. Total and marginal impacts in the PTP0 experiment, 1990-2200.

Min® Mean Max?
Net present value of impacts
BAU + 100GtC emissions (US$ trillion) 237.0 965.0 2156.0
BAU emissions (US$ trillion) 198.0 921.0 2058.0
Marginal impacts (US$/tC) 390.0 440.0 980.0

Min = 5% point on distribution of results.
*Max = 95% point on distribution of results.
Source: PAGE95 runs.

Table 11. Total and marginal impacts in the NO-ADAPT experiment,
1990-2200.

Min? Mean Max®
Net present value of impacts
BAU + 100GtC emissions (US$ trillion) 10.0 31.1 69.6
BAU emissions (US$ trillion) 7.8 279 64.0
Marginal impacts (US$/tC) 22.0 32.0 56.0

“Min = 5% point on distribution of results.
®Max = 95% point on distribution of results.
Source; PAGE95 runs.

The next two experiments, PTP2 and PTPO, are equivalent to RE-
GIONAL except for the use of a pure rate of time preference p=2% and
p=0%, respectively. The results of the experiments PTP2 and PTPO appear
in Tables 9 and 10. The mean value of impacts rises to US$46 and US$440,
respectively. Clearly, the marginal impact per tonne of carbon emissions is
highly sensitive to the choice of a pure rate of time preference. This is due
to the long-term nature of the global warming problem. A pulse of CO,
emissions affects the climate for many decades, if not centuries.

Adaptation to Climatic Change

The final experiment, NO-ADAPT, is the same as REGIONAL except that
no adaptation is used to reduce the impacts of climate change. Results for
the NO-ADAPT experiment appear in Table 11. Without adaptation the
estimated marginal impact per tonne of carbon is US$32/tC, an increase of
US$11/tC compared with the REGIONAL experiment, which assumed ag-
gressive adaptation. In the literature, impact valuations are frequently made
without stating assumptions on the degree of adaptation to climate change.
The NO-ADAPT experiment demonstrates the need to clarify assumptions
about adaptation in future work. Note that marginal impact estimates in
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this study do not consider the cost of adaptive measures. This is justified
because aggressive adaptation has been shown to be optimal for both policy
scenarios considered in the study (Hope et al., 1993). The cost of adaptation
is slight compared with potential impacts from climate change. Furthermore,
different policy levers are needed to influence adaptation and greenhouse gas
abatement, so the incremental costs of adaptation and greenhouse gas emis-
sions should be considered separately.

4. Discussion and Conclusions

Our current best estimate of marginal impacts from PAGE95 is US$21/tC,
with a 90% uncertainty range of US$10-48/tC. To put this measure into
context, $21/tC corresponds roughly to a petroleum tax of US$2 per barrel,
or a petrol tax of 1.2 cents per liter. Our estimate of the marginal impact
of a tonne of carbon is based on the following key assumptions and inputs:

e An updated climate model with cooling from sulfate aerosols and ozone
depletion, and increased climate sensitivity to atmospheric CO4 concen-
tration. Impacts grow as a nonlinear function of temperature.

o Noneconomic impacts are slightly greater than economic impacts and
are also more uncertain. Expressed as a percentage GDP loss, both eco-
nomic and noneconomic damages are largest in the developing countries.
Economic growth is region and time specific. Since both climatic change
impacts and economic growth tend to be concentrated in the developing
countries, this increases the estimated marginal impact per tC.

e Large amounts of adaptation to climate change, such as the building of
sea walls and the prevention of development in vulnerable areas, partic-
ularly in the developed world.

e A time-variable discount rate computed as the sum of world per capita
economic growth and a pure rate of time preference of 3%.

This “best” marginal impact estimate is most sensitive to assumptions
about adaptation, nonlinearity, and the discount rate. In the case of zero
adaptation to climate change, marginal impacts rise by 50% to US$32/tC.
An important interaction effect was observed between the degree of adap-
tation and nonlinearity in damages as a function of temperature rise above
some tolerable level. Recall that the net effect of nonlinearity in the dam-
age function is slight under aggressive adaptation, because the decrease in
predicted damage early in the time horizon is balanced by the increase in
predicted damage later on. This trade-off is highly sensitive to the tolerable
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level of temperature increase before damage occurs, which in turn depends
on the degree of adaptation. For example, in the absence of adaptation,
the tolerable level of temperature increase is assumed to be zero, as com-
pared with 2°C for the developing countries under aggressive adaptation.
Nonlinearity in the damage function makes a substantial contribution to the
difference in marginal impacts under aggressive and zero adaptation. In a
similar manner, nonlinearity in the damage function increases the impor-
tance of the discount rate.

The most influential assumption examined in this study is the discount
rate. Reducing the pure rate of time preference component of the discount
rate from 3% to 2% doubles the mean marginal impact to US$46/tC. If a zero
rate of pure time preference is chosen to satisfy intergenerational equity, then
the mean marginal impact increases by an order of magnitude to $440/1C.

In addition to the issue of intergenerational equity, the existence of sec-
ondary benefits to CO; abatement suggests that our best marginal impact
estimate of US$21/tC may be conservative, even though it is at the upper
end of the range of estimates in the literature (US$5-25/tC; Fankhauser
and Pearce, 1993). Fossil fuels are the primary source, not only of CO,, but
of other air pollutants - CO, SOy, NOy, particulates, and volatile organic
compounds. Therefore, a carbon tax to reduce fossil fuel use will incur sec-
ondary benefits in improved air quality and reduced acid rain. Furthermore,
recycling the carbon tax revenues to reduce other distortional taxes such
as value-added taxes (VAT) or payroll taxes will stimulate employment and
generally increase the social welfare (Barker et al., 1993).

Finally, the 90% range for the marginal impact per tonne of carbon
emissions found in this study, US$10-48/tC, is very large in comparison to
the uncertain range of US$2-7 estimated in Hope and Maul (1996) or the
accepted range of values in the literature, US$5-25/tC. New scientific and
economic knowledge, in particular about sulfate aerosols and nonlinearity
in damage as a function of temperature rise, suggests that climate-human
interactions are even more complex and difficult to predict than was previ-
ously thought. This increase in uncertainty is reflected in the results of our
study.

In conclusion, in reading any study on the valuation of global warm-
ing impacts, policy makers are advised to carefully consider the treatment
of uncertainty as well as assumptions about adaptation to climate change,
nonlinearity in damage as a function of temperature rise, secondary bene-
fits to CO, abatement, and the discount rate. We have shown that these
assumptions, often hidden in the small print or not reported at all, have a
profound effect upon the marginal impact calculations.
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The Climate Change Footprint: Will We See It
Before It Is upon Us?*

David L. Kelly and Charles D. Kolstad
Department of Economics, University of California
Santa Barbara, CA, USA

Abstract

This paper considers the case of Bayesian learning about the relationship
between the greenhouse-gas level and temperature rise. Learning takes time
because of a stochastic shock to the realized global mean temperature. The
paper illustrates the difficulty of quickly learning about the underlying re-
lationship in the presence of a shock. The paper then goes on to present
an integrated assessment model with endogenous learning. The model is a
stochastic growth model with learning. It is solved as a dynamic program
and then simulated for particular realizations of the shock.

1. Introduction

One of the dominant issues in the economics of climate change is the role of
uncertainty. Manne and Richels (1992), in their important book on control-
ling precursors of climate change, focus almost entirely on hedging against
uncertainty. Nordhaus (1994), in his important book on the economics of
climate change, devotes considerable space to the uncertainty in forming
control policies.! The policy debate worldwide is dominated by the ques-
tion, “Do we know enough to control the problem now, or should we wait
until more is known about climate change?” Although uncertainty is always
present in problems of environmental policy, the uncertainty is much greater
in the case of climate change if for no other reason than that the problem
and its solution span decades or even centuries.

*Research supported by US Department of Energy grant numbers DE-FG03-94ER61944
and DE-FC03-90ER61010, the latter through the Midwestern Regional Center of the Na-
tional Institute for Global Environmental Change. Research assistance from Aran Ratcliffe
is gratefully acknowledged. Also appreciated are comments from Michael Schlesinger, Steve
Salant, John Laitner, and seminar participants at the University of Michigan.

'Other papers that have considered these issues include Peck et al. (1989), Hammitt et
al. (1992), and Kolstad (1993).
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There are two dimensions to the uncertainty problem, as it is normally
perceived: parametric uncertainty and stochasticity. There are clearly as-
pects of climate change that are not well understood, although presumably
over time the problem will be better understood. Simply stated, we are
uncertain about particular parameters of the problem, but we expect that
uncertainty to diminish with time or effort [e.g., research and development
(R&D)]. This is what we term parametric uncertainty. A close relative of
parametric uncertainty is stochasticity. Climate change is subject to stochas-
tic shocks that affect climate, technology, and costs, but the future value of
these shocks will always remain uncertain. No amount of information ac-
quisition will allow us to predict whether a coin toss will come up heads
or tails. These two elements — parametric uncertainty and stochasticity -
generate significant uncertainty in trying to formulate policy for controlling
greenhouse gases.

To make things more complex, there is a third aspect of uncertainty —
learning. Over time, parametric uncertainty can be reduced. By investing
in R&D or observing climate behavior, we can learn about uncertain pa-
rameters. However, ez ante, we do not know how this uncertainty will be
resolved or what the results of learning will be.

Learning has many dimensions. Learning can take place at various levels
of a policy problem, ranging from agents in the economy who are learning
in order to adapt to changes in their environment to policy makers who
are trying to formulate the best policy in an uncertain and changing world.
When agents within the economy react to changed circumstances, it is usu-
ally termed adaptation. If these agents perceive uncertainty but learn over
time, then adaptation may also take time. While learning is taking place,
suboptimal decisions (relative to perfect information) are made with result-
ing welfare losses. To offer an overly simplistic example, suppose the climate
has changed in the midwestern USA, resulting in a higher frequency of flood-
ing and more rainfall. It may take decades before farmers realize the change
is permanent and change their crops to take advantage of this (perhaps by
planting flood-resistant strains). In the meantime, significant crop losses oc-
cur. Even though farmers can adapt perfectly to the changed climate, the
delay in realizing a change has occurred results in significant losses.

Policy makers also base their decisions on some body of knowledge.
When that knowledge base evolves over time, regulatory decisions may evolve
over time. More subtly, current regulatory decisions must take into account
the fact that more will be known tomorrow. This process takes time and
the decisions made in the interim influence the rate at which information is
acquired.
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In addition to who learns, learning can be characterized by how it
occurs.? Active learning involves the agent’s having some influence over the
rate at which information arrives. For instance, investment in R&D yields
information. If a monopolist is uncertain about her demand curve, she can
experiment by varying price and observing sales, learning over time about
demand (Balvers and Cosimano, 1990). Greenhouse gas emissions may be
varied in a grand experiment to determine how emissions influence climate.

Passive learning involves the exogenous arrival of information. This may
occur all at once, as in Manne and Richels (1992), or more gradually as a
function of time, as in Kolstad (1993). Obviously, there has to be some
process whereby information is generated and arrives; however, with passive
learning, that process is exogenous to the system being examined.

R&D is an obvious way in which information is acquired and a clear
example of active learning. It is also a major factor in learning about climate
change. However, learning from experience is also very important in climate
change. In the example of the farmer’s learning from realizations of the
climate, learning occurs without R&D, simply by observation. Furthermore,
much effort has been expended by the research community in trying to detect
a climate change footprint/fingerprint in the temperature record of the last
century. The implication is that if a footprint is clearly evident, a much
stronger case can be made for controlling the problem.

The purpose of this paper is to understand the interplay between learn-
ing about the climate change problem and decisions to control the problem.
Although there are many characterizations of learning, we are considering
the case of endogenous learning, where agents learn from observing the cli-
mate record and base their actions on their state of knowledge at the point
where action is taken. Using the farmer example again, after 10 years of
drought, a farmer will view the probability of being in a drier climate as
higher than it was prior to the drought and will make planting decisions
accordingly (reducing the potential damage from drought).

From the policy maker’s point of view, even if the climate has changed,
she may not realize it. But she may know that in 50 years parametric un-
certainty will be resolved. In contrast to the agent within the economy, the
policy maker can adjust emissions. At least conceptually, emissions can be
varied in order to coax more information from the resulting climate real-
izations. What emission control decisions will the policy maker undertake?

’See Cunha-e-sa (1994) and Kolstad (1996) for further discussion of different types of
learning.
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How are those decisions influenced by the fact that parametric uncertainty
will be resolved at some point in the future?

In the next section of the paper, we consider this problem of learning
about the climate, using a simple statistical model of temperature change.
In particular, we show how hard it is to quickly detect a climate change
footprint when there are stochastic shocks to the climate system. Was this
year’s frigid winter in the USA just a stochastic event or evidence of climate
change?

In the subsequent section we expand this analysis to a simple integrated
assessment model with endogenous learning embedded in the model. We are
interested in the difference between levels of greenhouse gas emission control
with perfect knowledge versus the case of slow learning based on climate
realizations.

2. Learning About a Stochastic Process

Most climatic processes are stochastic. In particular, the average annual
global temperature is well recognized to be stochastic, with some determin-
istic elements, such as radiative forcing from increased levels of greenhouse
gases. Consider the simplest representation of this process:

Tt+1 = ﬁln A./[t + uy , (la)

where Ty and M, are temperature and greenhouse gas concentrations (rel-
ative to some base) at time ¢; 8 is a constant; and u; is a random shock,
assumed to have a zero mean but perhaps exhibiting serial correlation.

How might such a process evolve over time? Schlesinger and Ra-
mankutty (1995) and Bassett (1992) have estimated several different stochas-
tic processes for temperature of the form of equation (1a), though without
the dependence on greenhouse gases. All of these authors consider the case
of first-order autocorrelation. In such a case, equation (1a) can be rewritten
as

Ty =aTy + B(In My —aln M) + & (1b)

where « is a constant and £; exhibits no serial correlation.

Bassett (1992) estimates values of o = 0.808 and Var(¢) = 0.0185, where
temperature is in deviations from the sample (1880-1991) average, in degrees
Celsius. Figure 1 shows a 50-year simulation of temperatures for this model
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Figure 1. Atmospheric temperature deviations, with and without CO,
effect.

(broken line), assuming ¢ is normally distributed and starting with Ty = 0
and M; = 1, Vt so there is no climate effect. Note that these temperatures
can exhibit medium-term temperature trends (“transitory shocks”), even
though the long-term steady state level of temperature should be zero.

Now suppose we introduce some radiative forcing due to an increase in
carbon dioxide (CO;). Assume for the time being that a doubling of green-
house gases leads to a 2.5°C increase in the steady-state temperature. This
is the Intergovernmental Panel on Climate Change’s (IPCC) best estimate
(Lempert et al., 1996). This implies a value for 3 of 3.6. The solid line in
Figure 1 shows a simulation of an instantaneous 10% increase in greenhouse
gas levels (Tp = 0, M; = 1.1, Vt), though not necessarily with exactly the
same realizations of the random shocks as in the case of no greenhouse gas ef-
fect. Note two things. First, as with the broken line, there are medium-term
trends that do not necessarily persist. Second, it is not at all obvious from
casual inspection of the two lines which figure involves a climate effect. This
illustrates the problem of depending on a noisy signal for deducing whether
climate change is a “real” phenomenon.
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Let us now consider a Bayesian approach to the problem. We will make
this as simple as possible. Suppose we are uncertain about the true value
of (3, but know it must be one of two values: g € {f1,08y} = {2.16,6.48}.
These two values of # correspond to the IPCC low and high values (green-
house gas doubling leads to 1.5°C or 4.5°C temperature change, respectively)
reported in Lempert et al. (1996). Let m be the probability that § takes on
the high value, 8. Thus, a priori, 7 = 0.33, so that the expected value of
8 is 3.6, corresponding to climate sensitivity of 2.5°C from a greenhouse gas
doubling. As we move through time, we observe realizations at temperature
T, which gives us information about 3, and thus 7 evolves. Let m; be the
value of 7 at time t. At time ¢, our prior is 74; we observe a temperature
realization, T;4;, and update 7 to obtain a posterior, m;41. This updating
follows Bayes rule:

Tip1 = Prob {By|Tiy1} = Zf{T?{l;ﬁH}wr}onr{SS{}ﬁ} ’ (2)
T=11P :
i=L,H

where f is the conditional density on the continuous random variable T}4;.
Focus on the right-hand side of equation (2). In the numerator, the first
term can be obtained directly from equation (1), provided we know the
distribution of €. Assuming ¢ ~ (0, 02), then for 8 = 3;, where i = L or H,

Tis1|Bi ~ 1 (T + Bi(1 — a)In My, 0?) . (3)

The second term in the numerator of equation (2) is simply the prior on
B, 7. The second term in the denominator is similarly either 7; or (1 — ;).

Figure 2 shows how a prior of 0.33 might evolve over time, assuming the
true value of 3 is at its high value (Bg). This figure shows how equation (2)
evolves when temperature in equation (1) is simulated for a 0%, 10%, 25%
and 50% increase in greenhouse gases with 3 = fy. Remember, uncertainty
is resolved only when the probability reaches one (or zero if the true g is 4r.).
The figure shows the evolution of the probability as a function of M. For
small M, learning occurs slowly, because the stochastic shocks overwhelm
differences between Gy, and Bp and make learning difficult. For larger values
of M, the noise is relatively smaller and it is thus easier to distinguish the
true value of 3.

Figure 2 illustrates how learning is endogenously affected by decision
making. For example, more restrictive policy scenarios such as limiting
greenhouse gas emissions to 1990 levels or limiting total CO, concentrations
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Figure 2. Evolution of learning over time for a prior of 0.33.

to a low level slows learning. Conversely, the absence of controls results in
faster learning, though of course more rapid increases in greenhouse gases.

3. Controlling Greenhouse Gases with Learning

We now turn our attention to the problem of incorporating learning within
a model of the costs and benefits of controlling greenhouse gases. The model
we present here is similar to that found in Kolstad (1994) and is in the spirit
of the Ramsey growth models applied to climate change, particularly the
DICE model of Nordhaus (1994).

3.1. A stochastic, learning integrated climate
economy model

We now turn to a specific description of our model of climate change. We
maximize the net present value of utility subject to a capital accumulation
constraint as well as an embedded model of climate change:
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max € {ipt log[C',/L(t)]} . (4)
t=0

pelt

_ [-biw?] -y Iy _
s.t. Ct = [T—}E?Q_]A(t)‘[‘i L(t) v It 2 0 9 (5&)
Capltal A’H-l = (1 - 61{)[&} + 1; , (5b)

GHG My =(1-p)o()AK]L(t)™

Emissions
Uncontrolled
+(1 = éar)(M; — 590) + 590 (5¢)
Atmospheric temp. T4y = o7} + 51n [5&%] + ¢0¢ + ¢ (5d)
Ocean temp. Oy = Oy +w[Ty — O4] , (5e)

where the variables py, I, T3, O, Iy, and M, are, respectively, the emission
control rate (€[0,1]), the investment level (>0), the atmospheric tempera-
ture, the deep-ocean temperature, capital, and the concentration of green-
house gases. The parameters p, by, b2, 01,02,7, 05,0, @, ¢, and w are con-
stants. A(t), L(t), and o(t) are time-varying exogenous parameters. A(t)
and L(t) gradually rise over time; o(t) gradually falls (Nordhaus, 1994). All
three of these variables cease to change much after a few centuries.

Equation (5a) is simply a consumption identity, with the two brack-
eted terms representing the reduction in gross domestic product (GDP)
[A(t)K7 L(t)'="] associated with the cost of emission control (numerator)
and pollution damage (denominator). Equation (5b) is the capital accumu-
lation equation; equation (5c¢) is the greenhouse gas accumulation equation;
equation (5d) is the equation of evolution of the atmospheric temperature;
and equation (5e) is the evolution of the deep-ocean temperature. The last
term (&¢) in equation (5d) is the stochastic shock, assumed distributed as
7(0,02). Uncertainty is embodied in uncertainty in the parameter 8.

The model presented in equations (4) and (5), without the uncertainty
or stochasticity, is very similar to Nordhaus’ DICE model, though the pa-
rameter values may differ somewhat from the current version of DICE. A
relatively modest difference between this model and DICE is that we have an
infinite horizon, whereas DICE and nearly all other similar models deal with
a finite horizon. Another difference is that our objective involves the utility
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of a representative consumer. In DICE, per capita utility is multiplied by
the size of the labor force, L(t). All else being equal, our model places less
weight on the future, compared with DICE.

The primary difference between our model and DICE is that here the
parameter G is not known with certainty. The expectation operator in the
objective function [equation (4)] is over the possible values of 3 as well as
the possible values of ¢; [the stochastic shock in equation (5d)] . Uncertainty
in 3 at any given point in time is represented as a prior distribution at that
point in time. A decision is made on the optimal values of u and I, the
economy evolves, is observed, the prior on [ is updated and a posterior is
formed, which becomes the prior for the next time period.

In earlier work on learning in the context of climate change (Kolstad,
1993, 1994), knowledge of the distribution on an uncertain parameter was
assumed to evolve in an exogenous fashion, following a “star-shaped spread-
ing of beliefs.” That approach has the advantage of involving a parametric
and well-defined movement from less knowledge to more knowledge, and
eventually certainty. That approach has the disadvantage of saying nothing
about the process underlying information acquisition. Information just ar-
rives like manna from heaven. The approach presented here is much more
explicit about how information is acquired. The entire process of information
acquisition is endogenous to the model.

Assume the prior that g is distributed 7(r,V); i.e., normally with a
(finite) mean of » and variance of /. With this prior, all we actually observe
are T and O, not the realizations of <. From this, the distribution on § must
be updated. Rewrite equation (5d) as

Hy = Tiys — oT; — 60, = fln [ M| +e = X +e0 . (6)
All that is observed are Ty4+1,T},O:, and My, or, equivalently, H; and X;.
We must infer the value of 4, or rather update our prior on 4, based on
these observations. Let p. be the precision of ¢; i.e., p. = 1/Var(e). After
some mathematical wrangling with Bayes rule, we find the well-known result
(e.g., Cyert and Degroot, 1974) that the posterior distribution on g is also
normal with

— Tt Vepe XeHeys
T4l = TRV X2 (7a)

Vir = [§ +peX2] (7b)
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Note from equation (7h) that the variance estimate on 3 is monotonically
nonincreasing with time. Thus, except for trivial examples, no matter what
the realization of the shock, the variance shrinks. Recall that perfect infor-
mation is associated with a variance of zero.

It is straightforward to interpret the updating rules in equation (7).
First, the current estimate of the mean of § is a sufficient statistic for all
information up to period t. Hence the new estimate of the mean will be a
weighted average of the old estimate and the new information, Hy,/X;:

— 1 tPr
Tt41 = [1+V:sz?] et [1+Vrp;x\ : (8)

A high prior variance (V;) causes the updating process to put more weight
on the new information; similarly, a low prior variance results in very little
weight being placed on new information.

The model is now comple