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ABSTRACT 

This paper presents an overall view of the project 
goals and present facilities of the ~xperimental Data 
Communication Network established in Warsaw, Gdansk, 
and Katowice, Poland, by the Institute of ~ornmunication 
in Warsaw, within the framework of its research program 
during the period 1 9 7 4  to 1 9 7 6 .  

The experiment consists of linking different host 
computers, via nodal computers, using the packet switching 
technique. It is proposed to connect the Warsaw node of 
the above network to the IIASA Network, enabling several 
subscribers selected in Poland to link to the IIASA 
Network. 

This paper is dedicated to the participants of the 
IIASA Network activity from NMOS and other national 
institutions, as well as to those from IIASA. 





I. INTRODUCTION 

This paper presents an overall view of the project goals 

and present facilities of the experimental data communication 

network. This network was designed by the research group from 

the Institute of Communication in Warsaw, and established in 

Warsaw, Gdansk and Katowice, in Poland. 

It is proposed to connect the Warsaw node to the IIASA 

Network, which will enable several subscribers selected in 

Poland to link to the IIASA Network (for example, the Institute 

of Control and Management Sciences). The operating system in 

Warsaw is an existing one, and there will be some problems 

concerning internetwork and interfacing (see Appendix). The 

interface problem is shown in the paper "Experimental Connection 

Between the PDP 11 Installation at IIASA and the Message Switching 

Node at Warsaw, Based on the Singer 10 Computer System," CSN 020 

Computer Science Project paper, IIASA July, 1976. 

11. NETWORKING COMMUNICATION OPERATING SYSTEM (NCOS) 

ESTABLISHED IN WARSAW NODE OF THE EXPERIMENTAL 

DATA COMMUNICATION NETWORK 

The goals of t h e  project are primarily experimental. The 

prime objective is to demonstrate the feasibility of developing 

a data communication network capable of simultaneously serving 

a variety of organizations using a range of different terminals 

and computers. Secondary objectives are t o  gain first hand 

knowledge a n d  experience in designing and developing computer 

controlled data communications systems, a n d  t o  experiment with 

different d a t a  transmission techniques. 

The primary goal will be met in designing and implementing 

a packet switched communication network. The basic packet 

switching system is functioning between the three nodes. In 

designing the NCOS (Networking Communication Operating System) 

the theoretical final grid network will be kept in mind. For 

each node a maximum of five neighboring nodes and a total of 

20 network nodes is assumed. 



A. Basic Facilities 

The NCOS package is designed and used to support the following 
functions: 

1) Inter-nodal simultaneous bi-directional communications 

between System Ten nodes, using addressed data packets; 

2) Communication with IBM computers using BSC procedure 

in point-to-point leased line or dial connections; 

3) Communication with ICL 1900 series computers using 

ICL 7020 procedures in point-to-point leased line 

or dial connections; 

4) Communication with terminals and mini-computers in 

point-to-point leased line or dial connections and 

in multi-point leased line connections; 

5) Dynamic buffering of data packets via a linked buffer 

pool in common memory; 

6) The control module provides for overall system control, 

and in particular provides for the multi-path routing 

of data between users; 

7) Dynamic storage of data on System Ten discs via the 

use of paged linked sequential accessing method. 

Using this accessing method any number of files of 

indeterminable length, all sharing a large disc 

area, can be dynamically created and accessed for 

read and write operations. Operated with EDIT and 

MAINT expended and deleted. 

The user can select any or all of the above application 

modules to either communicate with other computer types, or 

to perform special processing functions. 

Given below is some further relevant information for the 

IIASA Network project: 

a) Functions of the nodal computers; 

b) Data packets format (Figure 1) ; 



c) User data flow (Figure 2) ; 

d) Time division of data packets (Figure 3) ; 

e) Routing policy for the NCOS system; 

f) Transmission error control; 

g) Testing facility; 

h) Tracing facility; 

The Nodal Computer per fo rms  t h e  f o l l o w i n g  f u n c t i o n s :  

1) Transmission of data to and from the various 

regional end users connected to that node and 

providing the entry point for those users to 

the network; 

2) Transmissions of data over the network to 

other nodes; 

3) Data buffering; 

4) Control of transmission over all lines connected 

to that node; 

5) Routing of all data packets originating at the 

node and passing through the node; 

6) Interface to the nodal computer operator; 

7) Allocation of resources at the node; 

8) Handling of task priorities; 

9) Informing neighboring nodes of change in operational 

configuration and nodal data volume; 

10) Transmission by line testing of segments connected 

to the node; 

11) Display of system and network status for operator 

information; 

12) Creation of performance statistics for the node; 

13) Creation of accounting information for the regional 

users connected to the node. 
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F i a u r e  1. Packe t  Format 
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Source node a d d r e s s  

Source u s e r  a d d r e s s  

D e s t i n a t i o n  node a d d r e s s  

D e s t i n a t i o n  u s e r  a d d r e s s  

Type 

End of b lock  

Block check c h a r a c t e r  



SYN - 

STA - 

The Sync c h a r a c t e r  r e q u i r e d  f o r  SCA t o  o b t a i n  

c h a r a c t e r  sync  w i th  a r r i v i n g  b u f f e r s .  

S t a t i s t i c s  d a t a  f o r  t h i s  packe t .  B i t s  1-4 a r e  

a c o n s e c u t i v e  coun t  o f  t h e  number of nodes  t h e  

packe t  p a s s e s  th rough .  When l i n e s  o r  nodes  a r e  

n o t  working p a c k e t s  w i l l  be  r e - r o u t e d  a u t o m a t i c a l l y .  

I f  t h e  noda l  coun t  i n  STA r e a c h e s  8 t h e n  it i s  

assumed t h a t  t h e r e  i s  no working r o u t e  t o  t h e  

d e s t i n a t i o n  and t h e  packe t  is  d i s c a r d e d .  

B i t  5 i s  t u r n e d  on i f  a  p a r i t y  e r r o r  o c c u r r e d  

any t i m e  d u r i n g  t r a n s m i s s i o n .  

B i t  6 i s  t u r n e d  on i f  a  t ime-out  o c c u r r e d  any t i m e  

d u r i n g  t r a n s m i s s i o n .  I n  e i t h e r  case a r e t r a n s m i s s i o n  

would have o c c u r r e d  ( t h e  coun t  o f  podes  passed  i s  n o t  

i n c r e a s e d  d u r i n g  r e t r a n s m i s s i o n s ) .  T h i s  i n f o r m a t i o n  

i s  used f o r  s t a t i s t i ca l  purposes  i n  d e t e r m i n i n g  end- 

to-end l i n e  q u a l i t y .  

STX o r  SOH S t a r t  o f  t e x t  o r  s t a r t  o f  heade r  c h a r a c t e r .  S t a r t s  

b locks  check c h a r a c t e r  accumula t ion  and used  i n  

c o n j u n c t i o n  w i t h  ETX/ETB t o  s e r v e  as ACKP, A C K l ,  

and w a i t - a - b i t  c o n t r o l  s i g n a l s :  

STX SOH 

ETB ) ETB } A C K l  

STX/SoH } WAIT 
ETX 

Packe t  sequence .  The u s e r  message i s  broken i n t o  

s h o r t e r  l e n g t h  p a c k e t s  f o r  t r a n s m i s s i o n  ove r  t h e  

packe t  swi tched  networks.  S i n c e  p a c k e t s  c an  t a k e  

d i f f e r e n t  r o u t e s  due t o  c o n g e s t i o n  o r  l i n e  f a i l u r e  

a  p a c k e t  sequence  number i s  needed i n  o r d e r  t o  

reassemble  t h e  p a c k e t s  i n  t h e  c o r r e c t  o r d e r .  B i t s  

1-4 g i v e  t h e  sequence  number from 0 t o  9 .  Sequence 

numbers a l t e r n a t e  between a s t r i n g  o f  p o s i t i v e  

numbers (0 t o  9 )  and a s t r i n g  of  n e g a t i v e  numbers 

(- 9 t o  - 0 ) .  



RESERVED Reserved for test purposes. 

ETX or ETB End of transmission block and last character 

block check accumulation. 

TYP - Type of packets 

Type 0 : Control diagnostic 

1 : Request 

2 : Positive acknowledgement 

3 : Negative acknowledgement including cause: 

- number busy, - access barred, - invalid call, 
- out of order 

4 : Positive acknowledgement of 6 packets 
- 
4 : Negative acknowledgement of 6 packets 

5 : End of transmission 

6 : Data 

7 : Test 

User Data Packets Priorities 

User data packets are assigned priorities according to 

the user application and priority rating as given in the user 

accounting file. Arranged with the highest priority first, 

examples of the available user data packet priorities are: 

1) Conversational/inquiry high priority; 

2 )  Conversational/inquiry normal priority; 

3) Remote job entry; 

4) Bulk file transmission high priority; 

5) Bulk file transmission normal priority; 

6) Bulk file transmission night priority. 



Data p a c k e t s  can 
vary  i n  l e n g t h  

Message - a l o g i c a l  b lock  form 
o r  t o  an  end u s e r .  

Packet  - a b lock  o f  f i x e d  max. 
l e n g t h .  

One packe t  p e r  message f o r  s h o r t  
messages and s e v e r a l  p a c k e t s  p e r  
message f o r  long  messages.  

RSCA - Regional  SCA 

NSCA - Network SCA 

SCA - Synchronous 

Th i s  packe t  t r a n s -  
miss ion  NSCA adds 
t h e  enve lope  c o n s i s t i n g  
o f  t h e  
SSSS a t  t h e  EB and 
YYTT beg inn ing  TC t h e  
NNXA and 

~ o m m u n i c a t i o n  
Adaptor 

The i n t e r f a c e  RSCE b reaks  t h e  message 
block i n t o  p a c k e t s  o f  up t o  200 u s e r  
c h a r a c t e r s  each.  I f  a u s e r  message 
i s  less t h a n  200 c h a r a c t e r s  it goes  
i n t o  one s h o r t  packe t .  T h i s  RSCA 2. 

adds t h e  packe t  header  c h a r a c t e r s  
and p a s s e s  t h e  b u f f e r s  c o n t a i n i n g  
t h e  p a c k e t s  t o  t h e  packe t  t r a n s m i t t i n g  
SCA. 

Data communications between u s e r  
and node u s e s  whatever  message 
b lock  s i z e  and t r a n s m i s s i o n  
c o n t r o l  p rocedure  t h a t  i s  r e q u i r e d  
by t h e  end u s e r  computer o r  
t e r m i n a l .  The end u s e r  s u p p l i e s  
o n l y  d a t a  excep t  f o r  an  i n i t i a l  
connec t  message. 

U s e r  

F i g u r e  2. Flow o f  Data S t o r i n g  

Packe t  Switching 

Common 
B u f f e r  

Pool  

RSCA @ 



TO KATOWICE 

F i g u r e  3 .  T i m e  D i v i s i o n  K u l t i p l e x i n g  ' 

of Data P a c k e t s  
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From end u s e r s  From o t h e r  nodes  

F i g u r e  4 .  The O v e r a l l  I d e a  of Packe t  P r o t o c o l  Flow 
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Routing Policy for 'the NCOS System 

1) Initially a fixed routing policy is used. As the 

network becomes operational and experience is gained 

the fixed routing policy is replaced by an adaptive 

policy capable of modifying route priorities as a 

function of the system equipment failures, traffic 

volumes, and time of day. 

2) Routes of transfer (strictly the first route segments) 

between given and all remaining nodes of the network 

ordered to the fixed priorities created by the schedule 

of the routing. 

3) Priorities of the routes are established according to 

the rule of minimal number and intermediate nodes. 

The chosen route may be rejected and another will have 

to be investigated when the number of buffers exceeds 

the defined value or line quality. 

The factor defined by failures and time-outs has 

one of the following values: 

- the line is correct 
- the line is unreliable 
- the line is out of order. 

4) The routing table flags provide the possibility of 

indicating three conditions: 

- the operator has disabled the route; 
- the system has automatically temporarily 
disabled the route because of transmission 
difficulties; 

- the route is temporarily overloaded. 
5) Each node is able to transmit to its neighbor any 

changes in the status of its lines by the means of 

the status characters in each data packet envelope. 

6) On receiving a change of line status characters from 

a neighboring node, a given node updates its routing 

tables. 



Take b u f f e r  from queue 

No 
I 

End u s e r  t e s t i n g  

Give t h i s  b u f f e r  to 
t o  t h e  in te rnode  

program 
+ 

Figure  6 .  Overal l  Flow of t h e  Routing Control  Program 



7) Packet routing is done over the highest priority 

line that is not overloaded provided that the 

following node on this route also has an operational 

route that is not overloaded for passing the data 

packet on to a third node. 

8) Data packets are never routed back over the same 

line that they arrived on. 

9) If a data packet has passed through more than nine 

nodes itis discarded. This is because no route in 

the system passes over more than three intermediate 

nodes and if a data packet has passed through nine 

nodes then the various routes to the destination 

are probably not working. There is no need to 

signal the loss of the data packet since by means 

of the end-to-end error control procedures the 

destination node will automatically note that its 

sequence number is missing and will ask the source 

node to re-send the packet. 

10) If there is no available operational route over 

which to forward the data packet it is discarded. 

11) No bulk data storage is provided at intermediate 

nodes for data packets in transit. Each node 

provides core memory buffer pools capable of 

storing several data packets per line.' When the 

buffer pool is full further input packets are 

refused. 

12) If any bulk storage of data is required as a service 

to users, it is only provided at the user entry or 

exit nodes of data starting or ending at those nodes. 

13) Data packets of different priority queued up for each 

line are sent according to priority regardless of the 

sequence in which they arrived at the node. Within 

a given priority group data packets are sent in the 

same sequence in which they arrived. 



. Transmiss ion E r r o r  Con t ro l  
- 

Transmiss ion e r r o r  c o n t r o l  i n  a  g r i d  network i s  n o t  a s  

s t r a i g h t f o r w a r d  a s  it i s  i n  more t r a d i t i o n a l  networks because  

of  t h e  m u l t i p l e  nodes d a t a  p a c k e t s  can p a s s  th rough .  I n  g r i d  

networks two l e v e l s  o f  t r a n s m i s s i o n  e r r o r  c o n t r o l  must be  

i nco rpo ra t ed :  an  i n t e r n o d e  c o n t r o l  and an  end t o  end c o n t r o l .  

The i n t e r n o d e  c o n t r o l  i n  t h e  NCOS system works on a  b i -  

d i r e c t i o n a l  p r i n c i p l e  i n  which d a t a  p a c k e t s  a r e  s e n t  a l t e r n a t i v e l y  

i n  bo th  d i r e c t i o n s  over  t h e  s i n g l e  four-wire  l i n e  between nodes.  

Each d a t a  packe t  a l s o  s e r v e s  a s  t h e  acknowledgement f o r  t h e  

d a t a  p a c k e t  j u s t  r e c e i v e d  i n  t h e  o p p o s i t e  d i r e c t i o n ,  t h u s  

e l i m i n a t i n g  t h e  overhead o f  s e p a r a t e  ACKS and NAK w h i l e  

r e t a i n i n g  t h e  s e c u r i t y  o f  a  con f i rma t ion  o f  good r e c e p t i o n  

a f t e r  each d a t a  packe t  i s  s e n t .  I f  a  d a t a  packe t  i s  n o t  

r ece ived  c o r r e c t l y  t h e  n e x t  d a t a  packe t  s e n t  would c o n t a i n  a  

f l a g  b i t  a s k i n g  f o r  a  r e p e a t  o f  t h e  l a s t  packe t .  I f  t h e  packe t  

were r e c e i v e d  c o r r e c t l y  t h e  f l a g  b i t  would be o f f  g i v i n g  t h e  

go-ahead t o  send t h e  n e x t  packe t .  I n  check ing  f o r  c o r r e c t  

r e c e p t i o n  o f  d a t a  packe t s  t h e  t r a n s m i s s i o n  p rocedure  used  by 

NCOS i s  such t h a t  every  t r a n s m i t t e d  c h a r a c t e r  i s  c o n t r o l l e d  by 

bo th  v e r t i c a l  and h o r i z o n t a l  p a r i t y  checks  ( excep t  f o r  sync and 

STX c h a r a c t e r s ) .  Between ne ighbour ing  nodes d a t a  p a c k e t s  are 

r e t a i n e d  i n  c o r e  memory and o n l y  e r a s e d  when t h e y  have been 

s u c c e s s f u l l y  s e n t  t o ,  and acknowledged by t h e  n e x t  node. I n  

a d d i t i o n  each  d a t a  packe t  s e n t  i n c l u d e s  an  i n t e r n o d e  sequence 

count  t o  a s s u r e  t h a t  no complete d a t a  p a c k e t  exchanges a r e  l o s t .  

I n  t h e  NCOS system i f  t h e r e  i s  no d a t a  t o  send i n  one d i r e c t i o n  

between ne ighbour ing  nodes t h e n  o n l y  empty enve lopes  c o n t a i n i n g  

t h e  ACK/NAK and sequence b i t s  a r e  s e n t  i n  t h a t  d i r e c t i o n  i n  r e p l y  

t o  each  d a t a  packe t  r e c e i v e d .  I n  a d d i t i o n  under NCOS, d a t a  

packe t s  a r e  a l lowed t o  v a r y  i n  s i z e .  Thus ove r  t h e  s i n g l e  l i n e  

between neighbour ing nodes t h e  d a t a  volume can dynamical ly  and 

i n s t a n t a n e o u s l y  va ry  from a l l  i n  one d i r e c t i o n  t o  a l l  i n  t h e  

o t h e r  d i r e c t i o n ,  and i n c l u d i n g  a l l  r a t i o s  i n  between. I n  a l l  

c a s e s  complete  and r e l i a b l e  e r r o r  c o n t r o l  i s  a s su red  between 

neighbour ing nodes s i n c e  a l l  d a t a  i s  c o n t r o l l e d  and r e p e a t e d  

u n t i l  it i s  r e c e i v e d  e r r o r  f r e e .  



End-to-end e r r o r  c o n t r o l  works on t h e  same p r i n c i p l e s  a s  

i n t e rnode  e r r o r  c o n t r o l  b u t  i s  more complicated due t o  t h e  f a c t  

t h a t  end-to-end c o n t r o l  u s u a l l y  encompasses s e v e r a l  nodes and 

r e q u i r e s  l onge r  r e t e n t i o n  of  d a t a  packe t s  and s t r i c t  sequencing 

of d a t a  packe t s .  The need f o r  end-to-end e r r o r  c o n t r o l  a r i s e s  

from t h e  f a c t  t h a t  even w i t h  t h e  neighbouring node c o n t r o l  

desc r ibed  above it i s  s t i l l  p o s s i b l e  f o r  d a t a  packe t s  t o  be 

l o s t  en r o u t e .  Such'would be t h e  c a s e ,  f o r  example, i f  a  nodal  

computer s u f f e r s a p o w e r  f a i l u r e  whi le  it has  s e v e r a l  packe t s  i n  

memory and being t r a n s m i t t e d .  

Endcto-end e r r o r  c o n t r o l  can be c a r r i e d  t o  v a r i o u s  l e v e l s  

of  s o p h i s t i c a t i o n .  The s i m p l e s t  way i s  t o  send one d a t a  packe t  

from a  g iven  u s e r  and t h e n  w a i t  f o r  t h e  p a c k e t t o t r a v e l  through 

t h e  g r i d  t o  t h e  d e s t i n a t i o n  node and f o r  t h e  acknowledgement 

from t h e  d e s t i n a t i o n  node t o  a r r i v e  back a t  t h e  source  node 

be fo re  sending t h e  nex t  packe t  from t h e  same use r .    his 

method a l s o  avo ids  t h e  problem of d a t a  packe t s  g e t t i n g  o u t  o f  

sequence and o f  d u p l i c a t e  packe ts  i n  t h e  network. The major 

d i sadvantage  i s  t h a t  it g r e a t l y  reduces  throughput f o r  t h e  u s e r  

s i n c e  t h e r e  i s  a  s i g n i f i c a n t  de l ay  between succes s ive  d a t a  

packe t s  due t o  t h e  t ime it t a k e s  a  packet  t o  t r a v e l  through 

t h e  network (it i s  delayed a t  l e a s t  one packe t  t ime a t  each 

i n t e r m e d i a t e  node) and f o r  t h e  acknowledgement t o  r e t u r n  

through t h e  g r i d .  

A b e t t e r  method i s  t o  send a  l i m i t e d  number o f  packe t s ,  

about  f i v e  being a  t y p i c a l  number, be fo re  wa i t i ng  f o r  t h e  

d e s t i n a t i o n  node t o  acknowledge.   his i s  a  much b e t t e r  method 

a s  it dec reases  t h e  number o f  end-to-end acknowledgement 

messages by a  ( i n t e r n o d e  c o n t r o l  s t i l l  acknowledges each packe t )  

f a c t o r  o f  f i v e  and t h e  m a t t e r  o f  packe t s  g e t t i n g  o u t  o f  sequence 

i s  minimal s i n c e  on ly  f i v e  packe t s  need be s o r t e d  a t  a  t ime a t  

t h e  r e c e i v i n g  node. I n  a d d i t i o n  t h e  m a t t e r  of d u p l i c a t e  

packe t s  i s  a l s o  g r e a t l y  s i m p l i f i e d .  This  method i s  b e s t  i f  t h e  

m a j o r i t y  o f  communications i s  o f  a  conve r sa t iona l  o r  i n q u i r y /  

response t y p e  i n  which most complete messages can be s e n t  w i t h i n  

t h e  f i v e  packe t  group. For sending d a t a  f i l e s  t h i s  method i s  



n o t  op t ima l  s i n c e  a f t e r  eve ry  f i v e  d a t a  p a c k e t s  a c o n s i d e r a b l e  

d e l a y  o c c u r s  w h i l e  t h e  l a s t  o f  t h e  f i v e  p a c k e t s  t r a v e l s  th rough  

t h e  g r i d  and t h e  acknowledgement g i v i n g  a go-ahead t o  send t h e  

n e x t  group of  f i v e  p a c k e t s  a r r i v e s  back a t  t h e  s o u r c e  node.  

A more e f f i c i e n t - - b u t  a l s o  more complicated--method i s  t o  

deve lop  a p i p e l i n e  e f f e c t  i n  which l i k e  t h e  method above t h e  

r e c e i v i n g  node would o n l y  send one end-to-end acknowledgement 

f o r  eve ry  f i v e  d a t a  p a c k e t s  r e c e i v e d  b u t  i n  which t h e  send ing  

node does  n o t  w a i t  t o  r e c e i v e  t h e  acknowledgement b u t  i n s t e a d  

c a r r i e s  on w i t h  send ing  t h e  n e x t  f i v e  d a t a  p a c k e t s .  I n  t h i s  

method t h e r e  would t h e r e f o r e  be a con t i nuous  s t r e a m  o f  d a t a  

p a c k e t s  go ing  i n  one  d i r e c t i o n  and a s t r e am of  less f r e q u e n t  

end t o  end acknowledgements coming back a t  t h e  same t i m e  i n  

t h e  o p p o s i t e  d i r e c t i o n .  Each acknowledgement would i n d i c a t e  

t h e  l a tes t  packe t  sequence  number r e c e i v e d  c o r r e c t l y  a t  t h e  

d e s t i n a t i o n  node and r e q u e s t  t h e  r e p e t i t i o n  o f  any mi s s ing  

o r  e r roneous  p a c k e t s  having a sequence number l e s s  t h a n  t h e  

l a t e s t  r e ce ived .  On r e c e i v i n g  t h i s  acknowledgement t h e  send ing  

node would i n s e r t  t h e  p a c k e t  t h a t  had t o  be  r e p e a t e d  i n t o  t h e  

s t ream o f  p a c k e t s  be ing  s e n t  and r e l e a s e  t h e  o t h e r  p a c k e t s  

covered by t h e  acknowledgement. Obviously t h e  series o f  

sequence numbers used  would have t o  be  long  enough t o  avo id  

any con fus ion .  A sequence  o f  module 20 would normal ly  be 

s u f f i c i e n t  i f  t h e  r e c e i v i n g  node sends  an  acknowledgement a f t e r  

eve ry  f i v e  p a c k e t s  and i f  t h e  send ing  node s t o p s  send ing  i f  

1 5  p a c k e t s  have been s e n t  w i thou t  r e c e i v i n g  an  acknowledgement. 

K i t h  t h i s  method t h e r e  i s o f  cou r se  t h e  problem a t  t h e  r e c e i v i n g  

end o f  p u t t i n g  t h e  packe t s  i n  t h e  c o r r e c t  sequence  and t h e  

problem o f  d u p l i c a t e  p a c k e t s  b u t  t h e s e  problems can  be hand led  

wi t l iout  t o o  many more compl i ca t i ons  t han  a r e  encounte red  i n  

t h e  p r e v i o u s  method d e s c r i b e d  above. 

Th i s  l a s t  method of a con t inuous  p i p e l i n e  s t r e am o f  p a c k e t s  

i s  t h e  method used i n  NCOS. 



D. Testing Facilities 

The following information is tested: 

- is there an existing subscriber with given 
address; 

- is it in an active state; 
- may the sender communicate with desired subscriber; 
- is the subscriber in connection with other subscribers; 
- is the line to subscriber in order. 

E. Tracing Facility 

- current configuration of operating system 
(including number and type of subscriber); 

- current state of all system programs; 
- tracing of programs with exact addresses of 
executed instructions registration; 

- current state of all queues to each node and 
subscriber, and state of the switching programs 

queues and free buffers; 

- diagnostic and testing of communication lines 
and the programs servicing them. 



Sender  Rece ive r  
t y p e  1 

t y p e  7 , 3  

Sender  Rece ive r  

I check -14 . t y p e  3 

I c a u s e  I 

1 etc.  
Y e s  

L TEXT 

Type o f  P a c k e t s :  

Type 0 : c o n t r o l - d i a g n o s t i c  p a c k e t  

1 : r e q u e s t  p a c k e t  

2 : p o s i t i v e  acknowledgement 

3 : n e g a t i v e  acknowledgement p a c k e t ,  
i n c l u d i n g  c a u s e :  number busy ,  
a c c e s s  b a r r e d ,  i n v a l i d  c a l l ,  
o u t  o f  o r d e r .  

G y p e  4.2 4 : p o s i t i v e  acknowledgemel~ to f  6 p a c k e t s  

: n e g a t i v e  acknow1edqemer.t o f  6 p a c k e t s  
t y p e  5 . 2  5 : end o f  t r a n s m i s s i o n  

5 
6 : d a t a  

o p e r a t o r  7 : t e s t  p a c k e t  

F i g u r e  7 .  End-user t o  End-user C a l l  Job  S t r u c t u r e  - 



APPENDIX 

Interfacing Problems on Linking the Warsaw Message Switching 

Node to the IIASA PDP Installation Running Data Link Control 

Procedures Described in CSN 004 IIASA Computer project Paper 

1) Code 

2) Protectior 

3 )  Control 
characters 

4) Addressing 
mode 

5) Command 
subset 

IIASA Proposal 

8 bits for 
disposing 

cyclic redundancy 
check 

SYN, DLE, ETB, 
PAD 

Address byte 

Is using 8 bits 

Warsaw Facillty 

7 bits for disposing 
8-th bit for parity 
check only 

BCC check character 

Possible to recognize: 

Acceptable 

Unacceptable 

4 
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