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Foreword

Throughout the long history of man, people have altered the environment on which
we all continue to depend. Generally this alteration was undertaken in order to
make the environment what was conceived as a better place to live in — more pro-
ductive of food, shelter, water, mineral resources, or other useful products. Such
alteration is now commonly termed “development.”

In the past, development was generally based on intuition, although that in turn
rested on experience, some of it learned painfully through mistakes that wasted
natural resources. In recent years, confronted with the evidence of past mistakes
and the realization that we can no longer move to new lands to escape from those
we have damaged, there has been a welcome trend toward a more careful and
formalized approach to decisions about the development and management of the
environment.

In developed countries one component of this trend has been the use of various
methods of environmental impact assessment as a guide to the design of new
environmental development and management projects. This process has usually
begun with the survey of features of the environment likely to be affected by the
particular developments under scrutiny. Analysis of the information collected in
such surveys has led on to attempts at the prediction of the impact of the suggested
developments and to the laying down of guidelines or rules for their management.
Because these analyses have been based on large amounts of data, it has been
assumed that they will be inherently more reliable than the intuition of our fore-
bears. But because the world is so complex a place, it is quite impossible to record
all its observable features. Abstraction and simplification are necessary, and in this
process important, but often inconspicuous, components may be overlooked.
Moreover, the world is in a state of constant change. Most plants and animals
exhibit annual cycles of growth and reproduction, and many species exhibit regular
or irregular fluctuations in numbers, Even in the absence of human interference,
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some of these fluctuations are sudden and dramatic and result in permanent change.
Static surveys taking ‘‘snapshots’ of the world at particular times are therefore not
likely to document all the important features. Perhaps the most important con-
straints are imposed by the fact that development arises from the interplay of
environmental and social systems, and the essential features of the latter are diffi-
cult to define; there is the added difficulty of reconciling the one with the other.
The uncertainties intrinsic in environmental systems are not always manifest
in the statements of environmental scientists or managers. The ecologist has been
too prone to behave as a latter-day prophet, seated remotely in his laboratory and
functioning in a fashion reminiscent of the Delphic oracle. His predictions, often
shorn of the qualifications that should be attached to them, have received more
trust than they deserved, and when they have not been borne out by experience,
the real value of scientific method as an aid to planning has tended to be discredited.
This book is therefore timely. It has grown out of concern with practical prob-
lems — how to guide developments in the high mountains and in the far north of
Canada; how to manage salmon and other fisheries and land being opened up for
recreation; and how to control an insect pest capable of devastating forests. The
team that wrote it sought to apply a general understanding of environmental
systems in methods that worked in the real world with its many uncertanties.
It does not reject the concept of environmental impact analysis but restates its
approach. It stresses the need for fundamental understanding of the structure
and dynamics of ecosystems as entities. It sweeps away some of the exaggerations
of popular ecology — for example, that ecosystems are universally fragile and
that, because everything in nature is ultimately linked to everything else, it is
necessary to study all components of the environment before one can evaluate
the impact of a development project or the behavior of a system under manage-
ment. As the following chapters point out, both these tenets are of limited truth.
Ecosystems by definition are bounded: they are complexes of plants and animals
interacting with one another and with their immediate habitat. While links exist
between ecosystems, it is by no means always necessary or possible to trace these
to their ultimate terminations in order to understand the functionings of the
systems. Moreover, ecosystems, like species, have resilience. They are in a state of
dynamic equilibrium: the “balance of nature” is the result of continuing change.
They have evolved in such a manner as to be able to withstand considerable stress
before their structure and integrity are damaged. Indeed, controlled stress can
enhance the useful productivity of some systems. The need is not to abstain from
management because of a fear of the fragility of ecosystems, but to engage in
studies that document the relationship between stress and resilience. Man operates
as a manager of complex systems whose behavior is the outcome of many variables.
Measurement of those variables, so that man’s activities can be placed within the
context of the system, including its uncertainties, is an integral part of the manage-
ment process.
However, this book is not primarily about ecology. It is rather about how
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ecological understanding can be used to improve management and to guide develop-
ment. Its point is that some of the ideas about ecosystems and their methods of
characterization have led us astray, because they have not been based on sound
understanding. In consequence, much effort has been devoted to the wrong kind
of analysis and to collection of unnecessarily large quantities of data that have
given rise to undue expectations and unsatisfactory predictions. Bigger data sys-
tems, founded on the uncritical collection of information, are not necessarily
better data systems if the purpose is to contribute to decision making.

Understanding of environmental systems can only be gained by a careful samp-
ling of carefully selected elements and processes, proceeding in parallel with the
building of a model (ideally an analytical or mathematical simulation model). The
building of the model is an integral part of the study, for it helps to structure the
processes of both sampling and evaluation. The approach in this book places
emphasis on the dynamics of ecological systems and the need to recognize on the
one hand those elements that are sensitive to management and on the other, those
that are robust. In nature there are some variables that are best treated as random,
and both for this reason and because the models we build are abstractions of the
real world, there must be uncertainty in the predictions they help us to make.
One of the most telling points in the text is the statement that one cannot validate
a model, but only invalidate it by exploring the implications of its assumptions
and testing how far its predictions diverge from reality. We also have to remember
to differentiate between the descriptive and scientific nature of the model and the
prescriptive advice on policy we may choose to give as a result of our understanding
of the results of modeling and of other elements in the assessment and management
processes.

Because of uncertainties, environmental science can be used to guide the develop-
ment and management of natural resources only if there is a continuing interaction
between the scientist and the manager. Dialogue is needed at the outset to identify
the key questions posed by a new development or management program — what
might be done where and on what timescale? Such a preliminary dialogue guides
field study, analysis, and modeling and the consequent judgement about the likely
impact of new development or alternative possible management methods. It is
often desirable to explore a number of alternative methodologies, and one import-
ant task of the scientist in such a dialogue is to explain new approaches to potential
users. The dialogue must continue throughout the development process because of
the uncertainty of predicting impacts at the beginning; for this reason also develop-
ment plans need to be designed in a manner that admits of some flexibility so that
they may be adjusted to make the best use of the environment. Similarly, manage-
ment methods need continual monitoring and adaptation, feeding back to fresh
work designed to improve the methods available. Such dialogue between developer
or manager and environmental scientist can often be helped by a series of work-
shops at which the whole range of environmental and social variables and the
alternative options and methods for development are discussed; the even more
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intimate association of manager and scientist in a small multidisciplinary team may
provide for a still more effective interchange of ideas.

The value of this book is in its illustration of how these dynamic concepts, and
the principle of continual adaptation of development and management to make the
wisest use of the environment, can be operated in practice. It must be stressed that
the accounts of case studies are an integral part of this volume, for they provide
much of the supporting scientific information on which the general thesis is based
and they illuminate how the arguments in the introductory chapters were arrived
at. This volume is not a “cookbook.” It does not provide a model for responding to
all the many environmental problems of the world. What it does is show how the
process of adaptive management can work.

The approaches to adaptive resource management discussed in Chapters 4 and 5
pose a special challenge to scientists and environmental managers in the developing
countries, but at the same time offer them a particular opportunity. For these are
the regions of the world in which the need for development is most pressing and
the untapped resources are greatest. Technology is well able to create massive
change, bringing with it the prospect of increased material wealth, but at the same
time, because of the large number of people at subsistence level many are potenti-
ally vulnerable to a wrong move. At the same time, in these areas scientific and
managerial skills to deal with such issues are in shortest supply. It would be quite
impossible to catalogue all the environmental features of these regions in any com-
prehensive manner. Their ecosystems would require decades of study if they were
to be understood at the level of detail that we understand the ecosystems that
have been examined for centuries in developed countries. At the same time, develop-
ment cannot wait. The methods proposed, emphasizing as they do selectivity and
simplification of models so that the data gathering and analysis exercises are related
to essential questions, offer the chance of effective action within the resources that
developing countries have at their disposal: they permit an economy of approach
that is vital under such circumstances. In developing, as in developed, countries,
the emphasis on a partnership between environmental scientists and environmental
managers remains of the first importance. The characterization of the social con-
straints and priorities within which development must take place is also particularly
important in the Third World. A close and continuing dialogue extending through
the whole process of development and monitoring its outcome is essential. The
dynamic properties of both environmental and human social systems need to be
reflected in a continuous interaction between them.

To meet all these requirements for a sensitive and adaptive environmental
management process, scientists thus need to work alongside planners and adminis-
trators, whose constructive role in assessment is often not sufficiently recognized.
This boon breaks new ground, going beyond existing analyses of environmental
impact assessment, but it should be regarded only as a beginning. Although it grew
from practical management problems, not many administrators and planners have
been involved in its production. It is hoped that it will stimulate a response which
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will lead on to the development of new methods and the further clarification of
the most efficient ways of deploying our limited resources and limited scientific
manpower, so that we may learn how to work with (rather than against) nature in
combining essential development with wise resource management.

MARTIN HOLDGATE
Director-General of Research
Department of the Environment
United Kingdom






Preface

This book is a report on our efforts to develop an adaptive approach to environ-
mental impact assessment and management. It is written for policy makers and
managers who are dissatisfied with the traditional procedures and principles and
who seek some effective and realistic alternatives.

The study was initiated by a workshop convened in early 1974 by SCOPE
(Scientific Committee on Problems of the Environment). The workshop was
attended by individuals with an often bewildering range of experience, concerns,
and styles — precisely those ingredients that are so useful at the very start of an
analysis for defining the full range of issues and possibilities. Three particularly
relevant questions emerged (Munn, 1975):

1. What, if anything, does our understanding of the nature and behavior of
ecological systems have to say about the issues, limitations, and potential of environ-
mental assessment?

2. What can be done to bridge the abyss presently separating technical impact
assessment studies from actual environmental planning and decision making?

3. To what extent, and under what circumstances, do present methods provide
useful predictions of impacts?

With those issues identified, a core group comprising the authors of this book
was formed to test and evaluate the concepts, procedures, and techniques available,
adding others where necessary and feasible. It drew upon an international network
of expertise developed at the International Institute for Applied Systems Analysis
(IIASA) in Laxenburg, Austria, combining this with the experience of a Canadian
group at the Institute of Resource Ecology, University of British Columbia, and
Canada’s Department of the Environment.

The complexion of a core group is critical. With coherence and synthesis as the
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goal, the individuals had to be chosen for defined and focused biases. In this case
the biases took the following form:

1. There was a bias that, however broad the issues, some things must explicitly
be left out. In this instance no one was chosen with formal expertise in institutional
analysis. Criticisms of environmental assessment and policy often identify insti-
tutional problems as central. But even the most ideal institutional organization (if
such exists) is specific to nation or situation. Concepts and methods at least have
some generality and can be subjected to useful review, testing, and evaluation by
a group.

2. There was a bias toward experience and competence in ecology, in math-
ematics, and in dealing with government management agencies: in short, a simul-
taneous emphasis on relevance of concepts, rigor of analysis, and usefulness of
technique.

3. There was a bias that both theoretical and applied techniques had gone
far beyond the state of the art as it is practiced in environmental assessment and
management.

4. There was a bias that process and product are inextricably linked; the
sequence and design of workshops, the emphasis on adaptive approaches, and the
design of different modes of communication are as important as models and the
analysis.

5. Finally, there was a bias that alternative views of the way systems respond
to disturbance are an essential step in identifying, classifying, and living with the
unexpected.

Equally important for the motivation of the group was the opportunity to bring
together some kindred spirits to form a kind of institute-without-walls — a project
in which a major feature was our own learning and that of our students and
colleagues in seven different nations. The United Nations Environmental Pro-
gram (UNEP) expressed its willingness to support such a venture, and the present
book is the very personal, very biased result.

The project itself spread over a two-year period. It was structured around a set
of three intense five-day working sessions, in which all core-group members were
brought together with a small number of outsiders to counteract inevitable tendencies
towards self-satisfaction and parochialism. As in the adaptive procedures described
in this book, such workshops were designed to provide a programmed series of
sequential targets and to maintain integration while minimizing organizational and
emotional overhead. Each session reviewed past work and writing, initiated and
explored new proposals, and defined the activities and responsibilites for the next
step. These were consolidated between the sessions by individuals cooperating
with others in their home institutions. The result was a revolving series of position
and briefing papers that were gradually refined and modified into material appropri-
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ate for the book. A draft prepared immediately after the third session set the stage
for the final workshop. This last session, hosted by IIASA, again opened the project
to as broad a range of perspective as encompassed by the initial SCOPE exercise.

Twenty-two participants were invited, each with a senior policy or adminis-
trative post in national or international organizations, operational responsibility
for environmental research and management, or broad experience as a consequence
of backgrounds in universities and foundations (Appendix B). Each received the
draft volume several weeks before the meeting and was asked to subject the book
to the kind of detailed critique expected of an outside reviewer. In addition,
participants were asked to participate in an intense five-day discussion to share
their views of issues and provide the authors with both a broader perspective
and detailed recommendations for change in the manuscript. That meeting was a
remarkable experience. Again, by bringing well-prepared, broadly experienced
people together for a shared purpose, recommendations emerged that were more
than the sum of each individual’s contribution. The manuscript was fundamentally
reoriented as a result of that experience, and the present book is the consequence.
We believe it has been qualitatively improved, and we are indebted to the partici-
pants.

It is a pleasure to thank as well the other individuals and institutions who made
the work both possible and enjoyable. Prior to this study and during it, Canada’s
Department of the Environment, through the good offices of Evan Armstrong,
provided continuing access to people, projects, and resources. Without that sus-
tained support, the effort would have been hopelessly irrelevant and utopian.
The University of British Columbia’s Institute of Resource Ecology (IRE), the
International Institute for Applied Systems Analysis and the Venezuelan Institute
for Scientific Research (IVIC), with generous support from UNESCO’s Man and
the Biosphere program, hosted the series of delightful workshops during which
the book was conceived, planned, and edited. Numerous colleagues at the Fundacion
Bariloche (Argentina), IRE, and IVIC labored through evaluating the usefulness
of different techniques. M. P. Austin, W. Greeve, W. Matthews, R. E. Munn,
Y. Shimazu, and N. Sonntag provided valuable suggestions and contributions.
Joan Anderson, Ulrike Bigelow, Wendy Courtice, and Cathi Lowe contrived to
produce and edit the manuscript. Finally, Howard Raiffa and Roger Levien of the
International Institute for Applied Systems Analysis once more performed their
unique roles as catalysts and supporters. To all, many thanks.

I will close with a personal and deeply serious observation. This effort represents
a truly corporate activity of a group whose extraordinary individual talents blended
in a way that resulted in a work qualitatively superior to any one individual’s
contribution. How, with traditional reward systems, can we give due recognition
to the individuals of such groups? After all, the problems we address in modern
society need the kind of group scholarship that can cross disciplinary, institutional,
cultural, and even ideological barriers and still maintain excellence.

We originally intended to at least make a step in that direction by having the
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senior authorship of this book ascribed to the fictitious cover name Ralf Yorque,
with all the others following in alphabetical order. The name was born as a product
of the sometimes indelicate, perhaps naive, but always joyful, creative spirit of
the group. Against great resistance we persisted to the eleventh hour. And then,
in the face of the myopic pragmatism of tradition and publishing, we succumbed
to the present inadequate compromise. As the one ultimately responsible, I repeat
the original question. How can we properly recognize, reward, and hence encourage
individuals to form such groups for the purpose of creative scholarship?

In having been totally unable to resolve that question, I can only end by apolo-
gizing to my colleagues and friends for my failure. Their talents and dedication
deserved better.

C. S. HOLLING
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l Overview and Conclusions

Although the focus of this book is environmental assessment, its central message
is that the process itself should be replaced. Environmental concerns are now often
dealt with in a fixed review of an independently designed policy. We argue that this
reactive approach will inhibit laudable economic enterprises as well as violate critical
environmental constraints. We offer, as an alternative, the process of adaptive
environmental management and policy design, which integrates environmental with
economic and social understanding at the very beginning of the design process, in a
sequence of steps during the design phase and after implementation. This argument
is directed to senior administrators and policymakers who are responsible for the
design of mechanisms and processes for dealing with developmental issues.

At the same time, however, we recognize that in many countries environmental
assessment is practiced as a reactive review process. Even in that mode, the goal of
environmental protection can be more validly and effectively achieved by the ap-
plication of concepts, procedures, and techniques different from those commonly
used. We describe these methods in some detail, directing our analysis to those
persons with operational responsibility for doing environmental assessment and for
communicating the results to senior administrators.

Because we are speaking to these two audiences, not all chapters will be of equal
interest to all readers. Some concentrate on broad conceptual issues, some on
fundamental procedures, and some on nontechnical but still detailed descriptions of
techniques. The final chapters provide specific examples of five case studies.

This first chapter is designed for both audiences. It presents a broad overview
and summary of the book — the issues, concepts, procedures, and techniques. Since
it is written as an extended executive summary meant to stand largely alone, the
themes and framework of analysis presented here will be repeated throughout the
remaining chapters in greater detail.

In this summary we will treat five themes. The first is a brief encapsulation of
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present practice, presented in a rather exaggerated way for emphasis. The second
provides a background that describes how present assessment practices have evolved.
The third concemns the issue of uncertainty and the problem it now presents. The
fourth offers a view of stability and resilience of systems, pointing to resilient or
robust policy design criteria that differ from the traditional. The fifth and final
topic reviews the processes and techniques that have emerged from our experience
in dealing with specific problems of environmental policy design and assessment.
Together, this set of issues, concepts, and techniques defines our approach.

MYTHS OF ENVIRONMENTAL MANAGEMENT AND ASSESSMENT

Perhaps the best way to introduce what adaptive environmental management and
assessment is, is to indicate what it is not. Below we discuss twelve “myths™ of
present management and assessment. However much these appear to be straw men,
they are still inherent in present practice. Most of us have subscribed to at least
one or two at some time or another.

MYTHS OF ENVIRONMENTAL MANAGEMENT

The first set of myths concems policy design and decisions.

Myth 1 The central goal for design is to produce policies and developments that
result in stable social, economic, and environmental behavior.

Stability is a two-edged sword. If our knowledge of objectives and structure is com-
plete, then design should indeed minimize the chance of the unexpected. But what
we know of social, economic, and environmental behavior is much less than what
we do not know. Therefore, the opportunity to benefit from change and the un-
expected should be part of the design goal.

Myth 2 Development programs are fixed sets of actions that will not involve
extensive modification, revision, or additional investment after the development
occurs.

Program goals change, and unexpected impacts trigger corrective actions that result
in progressively greater economic and political commitments to make further
corrections if the initial ones are not successful. Thus, present decisions have future
decision consequences as well as direct environmental ones, and these subsequent
induced decisions often generate greater environmental impacts than seemed possible
originally.

Myth 3 Policies should be designed on the basis of economic and social goals with
environmental concerns added subsequently as constraints during a review process.
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We must ride with ecological forces as much as with social and economic ones.
Unless all are incorporated at the very beginning of the design, opportunities to
achieve social goals are lost and subverted. The design will be more costly and
the benefits too sensitive to the unexpected.

Myth 4 Environmental concerns can be dealt with appropriately only by changing
institutional constraints.

This might ultimately be necessary, but constraints are more often perceived than
real. Often, for example, one agency will have policy and management responsi-
bility, and another, research or assessment responsibility. But the latter agency can
hardly fulfill its research role without a policy perspective. That perspective can be
developed intemnally if the goal is to design a number of alternative, but possible,
policies. Each of these implies distinct or shared priorities for research that can be a
powerful guide for research planning. At the same time, they provide an interface
of communication between those responsible for the research and those respon-
sible for decisions and management.

MYTHS OF ENVIRONMENTAL ASSESSMENT

This second set of myths concerns the details of how assessments are done.

Myth 5 Environmental assessment should consider alfl possible impacts of the
proposed development.

The interesting question is rather: What does the fact that it is impossible to fore-
see all (or even most) of the impacts imply for the structure of the basic develop-
ment plan and assessment research?

Myth 6 Each new assessment is unique. There are few relevant background
principles, information, or even comparable past cases.

It is true that each environmental situation has some unique features (e.g., rare
animal species, geological formations, settlement pattemns). But most ecological
systems face a variety of natural disturbances, and all organisms face some common
problems. The field of ecology has accumulated a rich descriptive and functional
literature that makes at least some kinds of studies redundant and some predictions
possible. The same is true for economic, social, and physical aspects of the
assessment.

Myth 7 Comprehensive “state of the system” surveys (species lists, soil conditions,
and the like) are a necessary step in environmental assessment.

Survey studies are often extremely expensive yet produce nothing but masses of
uninterpreted and descriptive data. Also, they seldom give any clues to natural
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changes that may be about to occur independently of development impacts. En-
vironmental systems are not static entities, and they cannot be understood by
simply finding out what is where over a short survey period.

Myth 8 Detailed descriptive studies of the present condition of system parts can
be integrated by systems analysis to provide overall understanding and predictions
of systems impacts.

The predictions from systems analysis are built up from an understanding of causal
relationships between changing variables. Descriptive studies seldom give more
than one point along each of the many curves that would normally be used to
express such critical relationships. In short, what a complex system is doing seldom
gives any indication of what it would do under changed conditions. Again, the
interesting question is: What are the assessment, monitoring, and policy implications
of the fact that even comprehensive systems models can make predictions only in
sharply delimited situations?

Myth 9 Any good scientific study contributes to better decision making.

The interests of scientists are usually quite narrow and reflect the particular history
of a discipline. There is thus no guarantee that in a scientific study the appropriate
variables or processes will be measured, or that information will be collected on the
proper spatial and temporal scales to address management questions. The research
necessary for adaptive assessment and design must be focused through policy
concems.

Myth 10 Physical boundaries based on watershed areas or political jurisdictions
can provide sensible limits for impact investigations.

Modem transportation systems alone produce environmental impacts in unexpected
places. Transfers of impacts across political boundaries lead to a wide range of
political and economic reactions from the other side. A narrow study that fails to
recognize at least some of these impacts and reactions will provide inadequate and
misleading information for the decision maker.

Myth 11 Systems analysis will allow effective selection of the best alternative
from several proposed plans and programs.

This assertion would be incorrect even if systems models could produce reliable
predictions. Comparison of alternative policies can occur only if someone places
values on the results of each alternative. Rarely is this an explicit part of environ-
mental assessment.

Myth 12 Ecological evaluation and impact assessment aim to eliminate uncertainty
regarding the consequences of proposed developments.
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Attempts to eliminate uncertainty are delusory and often counterproductive. The
appropriate concept for both assessment and policy design is a recognition of the
inevitability of uncertainties and the consequent selective risk-taking.

These shortcomings of present assessment practice are in part the consequence of
the sudden and recent broad perception that environmental issues are important to
the health of societies. The shortcomings reflect an urgent response to apparent
crises, and before providing suggestions for an alternative, it is useful to explore
this historical background.

DEVELOPMENT OF CONTEMPORARY ASSESSMENT PRACTICES

It is commonplace now to perceive limits — limits to growth, to resources, to
climatic and environmental stability. Although the general perception of the
importance of those limits is relatively new, mankind has always been confronted
by them. There have always been problems of resource depletion, environmental
contamination, and poverty. Moreover, industrial man’s history, by and large, has
been one of successful resolution of these problems, at least in the short term. In
recent years, however, they seem to have taken the shape of crises, perhaps because
the problems are ours and not our fathers’; more likely because our perceptions and
methods, having once helped, now hinder.

The current approach to environmental concerns has been very much colored by
a sudden shift of public awareness in the industrialized nations. What was once the
concern of a minority became the concem of the public at large. The problems
were not that qualitatively different from those of the past, but in the past they
were largely local and often transient. Solutions were often found by simply
waiting — next year’s weather for crop production could well be better. And when
this was not the case, there was often “somewhere else’’ that provided a way out
— an unexploited resource, an unsettled piece of land, a new river to dam. In seeking
elsewhere for solutions, the knowledge and technological devices needed could
evolve at an easy pace. It required more innovation of spirit than innovation of
technique for the Young Man To Go West.

With the “elsewheres’ gradually becoming scarcer, however, alternatives had to
be sought in new knowledge and technology rather than in new places. In seeking
them, the scale and intensity of impact inevitably grew, eventually triggering that
sharp shift of public awareness.

The past solutions however, provided little experience with ways of dealing
with the environment. In most instances the goals of economic and social advance
were most promptly achieved by subduing nature. The present protective response
was therefore natural. In the face of limits now so suddenly perceived, time at least
could be bought by protection of the environment and regulation of its use. The
response is, therefore, largely reactive. Regional developments or policies are still
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designed within an economic context and reviewed only after the fact for their
environmental consequences.

There has now been enough experience with this approach to suggest two major
difficulties. First, the fundamental properties of any development or policy are set
very early in the design stage. If problems arise because the original context was too
narrow, any fundamental redesign is extremely difficult unless there is extraordinary
pressure. Confrontation is guaranteed as different groups identify clear conflicts
with their own interests. Confrontation and public debate are essential dimensions
of the development of policies, but if the issues emerge only because the design
phase was unnecessarily limited, economic enterprises offering legitimate social
benefits can be halted and opportunities for husbanding and enhancing man’s
natural endowment can be subverted.

The second major difficulty with the present protective and reactive response is
that it makes the practice of environmental assessment arbitrary, inflexible, and
unfocused. Each issue is often dealt with as if it were unique, as if the environmental
consequences could be separated from the social and economic ones. And yet the
major environmental impact of a pipeline, for example, often occurs not along
the route itself but at sites remote from it, as human settlements experience an
acceleration of economic and population pressures. Such environmental effects
induced through social forces are rarely considered. And the reverse is true.
Deleterious social and economic impacts can be induced through ecological forces
that, if recognized early, could at times be turned to man’s benefit rather than
simply suppressed and ignored.

The result of simple reactive assessment is therefore intolerable. How can we
know what to measure for baseline information or assessment if the detailed
character of the policy or development is not revealed until it has largely crys-
tallized? The tendency is to measure everything, hence producing the indigestible
tomes typical of many environmental impact statements. More time and effort
are spent in measuring what is, rather than in projecting what is likely to be or
could be made to be. Static and confused description replaces anticipation and
clear prescription of alternatives.

But enough experience has now accumulated to allow a start to be made in
developing and implementing an alternative approach. Systems ecology, in partner-
ship with the physical sciences, has now matured enough to be capable of producing
succinct representations of key elements of ecological and environmental systems.
The resulting models mimic not simply static properties, but the dynamic ones that
shift and change because of natural and man-induced influences. They can serve,
alone or combined with similar economic representations, as a kind of laboratory
world for the development of alternative policies and for the exploration of their
impact.

The systems sciences have evolved methods of optimization that, if used with
care, can point toward general policies that better achieve objectives by working
with, rather than against, the rhythm of ecological and economic forces. There are
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techniques to deal with uncertain information, with mobilizing available data on
partially known processes, and with the formulation of objectives that are less
sensitive to the unexpected. All these lie at the heart of developing policies that
recognize and benefit from both economic and environmental realities. Finally,
decision theory provides a few theoretical hints and some practical experience in
ways to explore decisions in the face of uncertainty and conflicting objectives.

This set of descriptive and prescriptive techniques provides the skeleton for
policy design that can integrate economic, ecological, and environmental under-
standing. What’s more, this integration can commence at the very beginning of
the design process. But techniques alone are not enough. The best of techniques,
unless guided by a clear vision of the fundamental issues and by a concept that
gives them form, can turn solutions into larger problems. We argue that the funda-
mental challenge is not simply to better mobilize known information. Rather, it
is to cope with the uncertain and the unexpected. How, in short, to plan in the
face of the unknown. It is to that generic issue that we now turn.

THE ISSUE OF UNCERTAINTY

The design of policies or economic developments implies knowledge — knowledge
to develop alternative policies, and knowledge to evaluate their respective con-
sequences. And indeed a significant part of the contents of this book is concerned
with how to deal with qualitative and quantitative data, how to use this knowledge
of fundamental processes to construct models that can serve as ‘“laboratory worlds™
for the testing and evaluation of intrusions, developments, and policies. How, in
short, to better reduce uncertainty. But however intensively and extensively data
are collected, however much we know of how the system functions, the domain of
our knowledge of specific ecological and social systems is small when compared to
that of our ignorance.

Thus, one key issue for design and evaluation of policies is how to cope with the
uncertain, the unexpected, and the unknown. It seems a common plea that too
little is known of the structure and behavior of ecological systems. That can lead to
the syndromes of living dangerously (“who cares how birds and bugs are affected —
jobs and income are more important™) or living safely (““ nothing must be done
until we know more’’). But man has always molded the environment and been
molded by it, and we will argue that more is known of ecological systems than is
generally appreciated or used. Nevertheless, there is still uncertainty.

At the same time, there is growing unease about the economic systems with
which ecological systems are linked. The unexpected increases in oil prices that
have touched so many aspects of national economies have the same flavor as the
unexpected appearance of a new crop pest after successful control of the original
pests with insecticide. There is sufficient knowledge to anticipate both events, but
both come as surprises. And, being unexpected, they are ignored in the original
design of policies.



Even the ultimate objectives of environmental policies and developments are un-
certain. A renewable-resource industry might have as an initial high-priority objective
stabilized employment over the short term, which then shifts to a major concern
for environmental standards, then to diversity of opportunity, and then to simple
economic objectives. A design that assumes that objectives are immutable can
rapidly foreclose options if those objectives shift.

Man has always lived in a sea of the unknown and yet has prospered. His cus-
tomary method of dealing with the unknown has been trial-and-error. Existing
information is used to set up a trial. Any errors provide additional information to
modify subsequent efforts. Such “‘failures’ create the experience and information
upon which new knowledge is built. Both prehistoric man’s exploration of fire and
the modern scientist’s development of hypotheses and experiments are in this
tradition. The success of this time-honored method, however, depends on some
minimum conditions. The experiment should not, ideaily, destroy the experimenter
— or at least someone must be left to learn from it. Nor should the experiment
cause irreversible changes in the environment. The experimenter should be able to
start again, having been humbled and enlightened by a “failure.” And, finally, the
experimenter must be willing to start again.

There is now increasing difficulty in meeting these minimum conditions. Our
trials are capable of producing errors larger and more costly than society can afford.
While the individual parts of a nuclear plant, for example, can be tested to the point
of failure, the full integrated system cannot. Moreover, when this integrated system
is viewed as not just an engineering system, but one that links ecological and social
aspects as well, then the variety of unexpected events — from coolant failure to
sabotage — and the scale of the consequences make trial-and-error truly a way to
live dangerously.

Moreover, even when errors are not, in principle, irreversible, the size of the
original investment of capital and of prestige often makes them effectively so. This
behavior has its roots in a very human characteristic of industrial man: we do not
like to admit and pay for our past mistakes; we prefer to correct them. And the
consequences of correcting an inflexible plan is often increasing investment, in-
creasing costs for maintaining and controlling the system, and progressive fore-
closure of future decision options. Retreat from error is difficult for three reasons:
because of the scale and consequence of possible “irreversible” physical changes;
because changes in expectations for future returns make traditional goals politically
or economically unacceptable; because reserves of capital and faith are lost, and
the governed rise up against the governors, forcing them to invest in order to satisfy
basic constraints newly perceived.

But the search for a <olution should not replace trial-and-error with some
attempt to eliminate the uncertain and the unknown. That could only result in
tighter monitoring, regulation, and control based upon an illusory assumption of
sufficient knowledge. Rather, the proper direction lies in the design of policies and
economic developments that can allow trial-and-error to work again. Efforts to
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reduce uncertainty are admirable. Much of this book concerns just that. But if not
accompanied by an equal effort to design for uncertainty and to obtain benefits
from the unexpected, the best of predictive methods will only lead to larger prob-
lems arising more quickly and more often. This view is the heart of adaptive en-
vironmental management — an interactive process using techniques that not only
reduce uncertainty but also benefit from it. The goal is to develop more resilient
policies.

STABILITY AND RESILIENCE OF SYSTEMS

Our concept of resilience emerges from a very specific understanding of the struc-
ture and behavior of ecological systems (Chapter 2). It seems to have a counter-
part in the behavior of institutional and other systems. The way a system responds
to a planned or unexpected disturbance depends on its stability properties. One
view, implicit in many of man’s past efforts to manage, assumes that there is global
stability. That is, no matter how large the disturbance, the system will recover to
its original stable condition, once the disturbance is removed. This is a view of a
Benign Nature that can comfortably accommodate trial-and-error on any scale.
In this view, “big,” which is necessary for economies of scale to be achieved, is
always allowable.

A contrasting view infers a high degree of instability of ecological systems. They
are fragile and caught in a natural rhythm of small-scale extinctions. They persist
because of diversity in structure and over space. Outside sources provide the source
of recovery. This view of Ephemeral Nature naturally leads to ‘“‘small-is-beautiful”
and to concentration on the need for spatial variety, diversity of opportunity, and
fine-scaled, local autonomy.

But the burden of examples and of analysis leads to a combination of these
extremes. Natural systems often have more than one stable mode of behavior.
As long as variables like population density, amount of nutrients or even level of
unemployment stay within a certain range, small disturbances can be absorbed.
Quantities may change, but qualitative behavior does not. Small disturbances can
be introduced incrementally, particularly if no apparent danger signal appears
in the system. Then one additional increment can “flip” the system across the
boundary into a totally different mode of behavior. A river can become an open
sewer, or the economy of a nation can suddenly begin to prosper. In this world,
the prudent manager would be wise to view nature less as benignly forgiving than
as a Practical Joker.

The ‘“‘small-is-beautiful” theme can still operate much as before with a more
focused sense of optimal spatial scale and a recognition of the need for a balanced
dependency on outside forces. But “‘big-is-necessary” can also be accommodated;
one need only be more cautious. Thus if boundaries exist separating “desirable”
from “undesirable,” then the task is to control the variables carefully to keep them



10

well away from the dangerous boundary. In addition, the boundary itself may be
made less permeable; the strength of the guardrail can sometimes be more critical
than the characteristics of the highway. To achieve less permeability effectively, big
might well be necessary as the only way to gain sufficient knowledge of the bound-
ary, to monitor the distance to it, and to institute control procedures to maximize
that distance.

Maximizing the distance from an undesirable region is within the highly respon-
sible tradition of safety engineering, of nuclear safeguards, of environmental and
health standards. It works effectively if the system is simple and known - say, the
design of a bolt for an aircraft. Then the stress limits can be clearly defined, and
the bolt can be crafted so that normal or even abnormal stresses can be absorbed.
The goal is to minimize the probability of failure. For bolts, this approach has
succeeded. The probability of failure of bolts in aircraft, for example, is extremely
small. But in parallel with that achievement is a high cost of failure — the very
issue that makes trial-and-error as now practiced so dangerous.

One additional view of stability is needed. The three views — of Nature Benign,
of Natural Ephemeral, and of Nature the Practical Joker — have been described thus
far in three steps of increasing reality and comprehensiveness. In each case, however,
it was implicitly assumed that the rules of the game were fixed. But ecological — and
for that matter, economic, institutional, and social — systems are not static or
completely determined. Variability and change are the rule and provide the next
step toward reality.

Chance events dominate some ecosystems. Fire, rather than being a disaster,
is the source of maintenance of some grassland ecosystems. Shifting patterns of
drought determine the structure of some savannah systems in Africa. In addition,
the variables themselves can move, through internal forces, from one region of
stability to another. That is one of the lessons derived in the case study of forest
pest management discussed in Chapter 11. There, we see that periodic insect out-
breaks can be triggered by chance patterns of weather, by dispersal of moths from
other areas, or by the natural growth of the forest. Populations increase explosively
from low stable numbers to high. While the high numbers are stable for the insect,
the forest cannot absorb the level of defoliation. The forest dies back, regeneration
occurs, and the clock is started again. Such large swings and movements between
stability regions contribute directly to forest renewal and to the maintenance of
diversity.

Hence the variables of natural ecosystems do not reside in one stability region
far from boundaries. Locally, species may even become extinct, to be reinstated
through contributions from other localities. The variables are moving continually
and the stability boundaries are being tested periodically. There is an internal
monitoring of boundaries.

And now the central issue: not only do the variables shift and move, but so do
the boundaries between stability regions. In ecosystems, this “‘stability landscape”
owes its features to natural selection, which responds to the variability that occurs
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naturally. The reason boundaries exist where they do is that they are tested
periodically.

This dynamic pattern of the variables and of the basic structure lies at the
heart of coping with the unknown. However much we may be sure of the stability
landscape of a physical system, we will rarely know the societal or ecological
stability landscape in any detail. Policies often attempt to reduce variability within
these partially known systems, either as a goal in itself or as an effort to meet
standards of safety, health, or environmental quality. That constricted variability
in turn may itself shift the balance of natural, cultural, or psychological selection
so that stability regions will contract. Paradoxically, success in maximizing the
distance from a dangerous stability boundary may cause collapse, because the
boundary may implode to meet the variables. If surprise, change, and the un-
expected are reduced, systems of organisms, of people, and of institutions can “for-
get” the existence of limits until it is too late.

This final view is of Resilient Nature, where resilience is a property that allows a
system to absorb and utilize (or even benefit from) change.

But, of course, a different perspective on the generic issue, even with a concept
to give it form, is not enough. Flowing from it must be some effort to design and
test specific procedures and techniques that allow at least one step to be taken in
harmony with this perception.

PROCEDURES AND TECHNIQUES

Our recommendations for a specific procedure and a range of techniques come
from our particular experience with a number of studies of renewable resource
problems in different national settings: renewable resource management and disease
control in Venezuela and Argentina; range and wildlife management in the United
States; developmental and oceanographic problems in Europe; ecological process
studies in the Soviet Union; renewable resource and pest management systems in
Canada.

We provide five specific case studies (Part 11} so that examples of the results
of applying these methods can be exposed. The first is a detailed example of the
lessons learned in developing and evaluating policies for a problem of forest pest
management. This one has gone farthest in coping with existing management
questions, validating alternative modeling techniques, and generating management
alternatives and evaluating their consequences. It has resulted in the adoption by
agencies of two Canadian provinces of the approach for setting research priorities
and developing and evaluating management options. The second case study is an
example of an analysis of new procedures to enhance and manage fish stocks in
North America, in which adaptive management approaches are proposed that
provide, as an integral part of the policy design, a way of reducing uncertainty.
It has gone farthest in affecting and modifying a proposed new development to
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enhance fisheries populations. The third is an example of the results of one of the
intensive 5-day workshops (whose details will be described shortly) that resulted
in a preliminary but broad assessment of the consequences of development in a high
alpine region of Europe. The fourth is a modeling and policy analysis of a major
regional development in a sparsely populated region of Venezuela involving hydro-
electric, forestry, and agricultural development. The fifth and final example deals
with the impacts on wildlife populations of oil-shale development in the western
United States.

In each case, the purpose was to develop a set of alternative policies or plans and
assess their environmental, economic, and, in some cases, social consequences. At
first thought, therefore, the process we recommend would seem more appropriate
for environmental management than for assessment. Before addressing that question
in the next section, however, we shall compare our recommendations with two
procedures that are in common use.

At one extreme is the approach of having a small core planning staff contract
out parts of the study — the hydrological analysis, vegetational or wildlife survey,
and so on. Integration occurs on receipt of the contracted reports. But two diffi-
culties emerge. First, the contracted pieces typically drift farther and farther from
the question posed, and, since the parts are not linked with each other throughout,
useful integration of the pieces becomes very difficult. Second, it is unlikely that a
small core planning team will have sufficient breadth and depth of knowledge to
identify those key elements or processes that deserve analysis. To protect them-
selves, there is a natural tendency for them to wish to measure everything they can
think of. Typically, these are static quantities, both environmental and economic,
or the more obvious physical processes. But the problems are not static; they are
not simply physical; their behavior comes from the integration of the parts and not
just from the parts themselves. As a result, much of the information gathered is
unnecessary, and key items are ignored entirely. The cost is unnecessarily large,
and the product incomplete.

At the other extreme is the large interdisciplinary team that attempts to develop
the integration missed in the above approach by mobilizing most of the expertise
within one organization. In order to avoid bureaucratic growth, a task force is
sometimes established only for the duration of the study, with staff provided from
a number of existing institutions. Such large teams, however, have a high financial,
organizational, and emotional overhead attached to them. We suppose this could be
overcome by appropriate organizational techniques, but the common experience is
that it is not. Anarchy and fragmentation often develop. Separation of the team
from the policymaker is common, and internal goals evolve that have more to do
with survival of the team than with the original purposes.

In contrast, the process we have evolved depends on a small core group of two
or three analysts and a support staff of one or two. The core group should have
experience in two or three of the disciplines involved — for example, forestry,
fisheries, economics, or ecology. At the same time, their prime experience should
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be in integrating information and coordinating people. In our case the integration
comes from application of systems techniques —e.g., computer modeling of
dynamic systems, mathematical analysis, optimization, utility analysis, and com-
munication. The coordination comes from the development of a series of steps,
each of which is initiated by a workshop that brings together key cooperators for
short periods of intense interaction. The time between the workshops is spent in
consolidation: the core group refines the model(s), develops initial alternative
policies, analyzes data; the collaborators collect and integrate data and information
both on behavior of the system and on goals of the project. The workshops that
define the sequence of steps are the heart of the approach (Chapters 3 and 4). They
provide a series of sequential targets, maintain integration while minimizing organ-
izational and emotional overhead, and allow involvement of a wider spectrum of
key actors than is normally possible. The policymaker, busy as he is, is involved
at key points for short periods.

Each workshop draws upon up to twenty specialists, the choice depending
on the particular stage of the process. The first workshop is critical, for it is then
that the problem is defined and focused. It is essential to have all prime ‘‘actors”
present at that time — scientists, managers, and policy people. The policy people
and the managers provide a balance to the scientist’s penchant for exquisite detail
and excessive resolution. The scientists provide the rigor and understanding of
fundamental physical, ecological, and economic forces. During such a workshop,
impact categories are classified, key information needs defined, alternative actions
described, and the framework and crude working version of a computer model
developed. Even if, through lack of expertise, facilities, or time, a model is not
developed, the techniques of organizing elements in preparation for a formal
modeling effort are themselves of fundamental value. The point is that, at the very
beginning of the study, all elements —variables, management acts, objectives,
indicators, time horizon, and spatial extent — are jointly considered and integrated.
Even the crude model that is developed at this stage can be a powerful device to
explore the significance of unknown relationships. By testing alternative extremes,
priorities can be established for data and for scientific and policy analysis.

That first workshop is followed by a period of consolidation. The model is
further refined and tested by the core group. Some of the attending specialists
assume responsibility for collecting detailed information on both scientific and
policy questions. Subsequent workshops further define management objectives,
construct alternative policies, and explore uncertainties. Some workshops involve
only scientists when the goal is critical scrutiny of underlying assumptions. Some
involve largely managers, when the issue concerns operational feasibility. Some
involve only decision makers, when the purpose is to ensure relevance and under-
standing. In every instance, a period of consolidation follows the workshop.

One key technique makes it possible to set this process in motion. That is the
ability to abstract the essential properties of at least some ecological and environ-
mental systems and to represent them in a model that mimics behavior over time
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for a variety of conditions. By essential, we mean those properties that generate
the minimal natural behaviors that must be retained in order for the model to be
responsive to the management questions. The models, therefore, are not designed
for general scientific purposes but for very specific management ones. Hence, they
attempt to be both parsimonious (and hence tractable) and realistic (and hence
useful).

Our professional experience is ecological and environmental. But it is obvious
that at least regional economic systems can be treated in the same way and inte-
grated with the ecological and environmental systems. Because this integration
occurs in the very first step in the analysis, it is possible to achieve designs that
work with rather than against natural forces. In so doing, more opportunity is
provided for less costly and intrusive economic developments and even for the
enhancement of natural systems rather than simply for their protection. We provide
examples of this integration, as well as examples in which simple social phenomena,
such as demographic and market processes, are included. More complex social
behaviors are well beyond the state of the art and are better dealt with as they are
ideally treated now — through experience, sensitive perception, and public dialogue.

The models conceived in the workshop process focus on one or more of the
ecological, environmental, economic, or simple social forces underlying many
developmental problems. They provide a credible “laboratory world,” which makes
it possible to mobilize a set of techniques for prescription and evaluation — tech-
niques to allow the following:

® Generation of a range of alternative objectives

® Design of effective policies to achieve altemative objectives

® Generation of indicators (social, economic, resource, and environmental) of
relevance for decision

® FEvaluation of each policy in terms of the behavior of the indicators over
space and time '

® Partial compression of indicator information to facilitate screening of the
most appropriate policies

® Communication and interaction between and among those who design,
choose, and endure policies (staff, decision maker, and citizen)

The particular techniques chosen to represent or model the dynamics of a
system need not be numerical simulation models. Beyond the constraints set by
expertise, the characteristics of the problem in part suggest the technique chosen.
There are three key characteristics; (a) the number of variables, management
actions, and spatial elements; (b) the level and breadth of understanding of under-
lying physical, ecological, and economic processes; and (c) the number and quality
of data, No matter what combination of these any specific problem has, there is a
technique available.

Our exploration of techniques covered a range from nonquantitative cross-impact
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matrices, to *“‘qualitative’” modeling techniques that generate dynamic changes over
time without data on magnitude, to simple simulation methods, and finally to fully
detailed, large simulation modeling techniques.

If the level of understanding of processes is low, and data are scarce, all of these
techniques seem to perform equally well or poorly. But even when data are scarce,
there is usually more understanding of processes available than is generally recog-
nized. And there are techniques available that organize and focus understanding of
processes even in the face of scattered data. If these techniques are used, then we
have found simple or complex simulation models to be clearly superior in predictive
capacity, responsiveness to questions, and relevance of results (Chapter 5).

Even if we have a satisfactory dynamic model, however, one further step is help-
ful. Such models are complex. They are so difficult to understand that many are
tempted to play computer games with them in a blind, undirected exploration.
But there are ways to simplify these models so that we can understand the essential
behavior. The structure of such a model can be analyzed in order to reduce the
number of variables and interrelations to those that are key determinants of the
qualitative behavior. Often a simplified set of equations can then be devised that is
used to provide a depth of understanding that is enormously useful as a guide to
intuition and judgment. Alternatively, topological or graphical representations can
sometimes be designed to achieve the same purpose in a form more readily under-
stood by nonmathematicians (Chapter 6). All these techniques provide a clear
direction to this search for policies and impacts, and allow us to convey our under-
standing to the decision maker more effectively.

Before a model can be used as a laboratory world to test the consequences of
alternative policies, its degree of credibility must be explored. Note that no model
— mental or mathematical — is ““true.” But degrees of credibility and usefulness can
be defined, not, as is often done, by attempting to tune parameters to fit a given
set of historical data; rather, the effort should be directed to invalidate, and not to
validate, the model (Chapter 7). That is in harmony with the scientific method,
where only disproof, not proof, is possible. Invalidation requires information from
extremes of behavior that can then be compared with model predictions for similar
extremes. The data on extremes come from natural experiments that have been
historically recorded — for example, the extreme weather that occurs in some
particular geographical region or that has occurred at some past time. Further
information on extremes comes from the behavior of the target system or similar
systems that have been subjected to management by man. The more robust the
model at these extremes, the more confidence can be placed in its behavior under
newly designed policies.

That leads to the final set of methods, which use this laboratory world to
develop, explore, and evaluate alternative policies (Chapter 8). These methods
include the formulation of objectives, the definition of indicators, and the touchy
job of evaluation.

There may be many ways of attempting to achieve a given objective. For
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example, maximum sustained yields from a fishery can be reached by controlling
fishing effort through manipulation of open fishing days or by setting catch quotas.
The role of the model at this point is to generate those indicators that best match
the objective. Because costs and benefits arise in many forms, the manager usually
needs a large number of indicators. One necessary step then becomes the com-
pression of this mass information into a comprehensible form. There are several
ways this can be done. Because of the breadth of their comprehensibility, we prefer
indicator compressions that are graphical. The relative merits of alternative manage-
ment actions can be evaluated using the indicator output from the model. Both
formal and informal evaluation techniques are useful here, but in either case, they
are used only to point out policies that should be more thoroughly explored. The
object is not to derive some mythical “optimal” policy, but rather to compare and
then combine alternative policies in order to illuminate the range and nature of
available choices.

Methodologies are only parts of the process, however. Communication holds
these parts together. The thick volumes that characterize the products of many
impact assessment programs are an inefficient and ineffective way to communicate
results. There are other ways to present the information, in which the level of
detail and attention required are determined by the particular user (Chapter 9). The
resulting reports, graphical summaries, and audiovisual materials become, with the
workshops, an integral part of the procedure, allowing interaction and adaptive
modification throughout.

That, then, completes our summary of the issues, concepts, procedures, and
techniques. In closing this chapter, we discuss not their merit or lack of it, but
whether it is at all practical to implement them in the face of present institutional
realities.

THE PROBLEM OF IMPLEMENTATION
DEVELOPED COUNTRIES

To those conditioned by North American approaches to environmental assessment,
where assessment is viewed as a passive reaction to an independently developed
proposal, the process described above would seem too inclusive. Proposals are
generated according to guidelines and are then reviewed by an informal panel.
Certainly, the modeling techniques, at least, would be useful in forming a judgment.
But, we would argue, the other techniques and the procedures themselves would
make a qualitative improvement in even this reaction mode of assessment.

In order to assess something properly, there has to be a yardstick against which
performance is measured. And that yardstick is some alternative policy or develop-
ment. One is clearly the “no-policy” world. If that is the only alterative, then
confrontation between no development and development is encouraged. But other
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explicit policies would provide a richer menu of alternatives that would sharpen
and focus response to a proposal and suggest specific modifications. Once there is
a requirement for such alternatives, if only for internal comparison by the assess-
ment panel, then assessment is in the game of policy design. At that point all the
procedures and techniques described above can apply.

Despite the breadth and depth of such an adaptive assessment approach, the
cost is small. An experienced core group of two or three analysts and a support
staff of two could comfortably undertake one major assessment a year, together
with perhaps four to six preliminary “rough cut” assessments. Each, of course,
would draw heavily on available expertise within the agencies concerned with the
problem. Hence the benefit is not only the assessment itself but a growing body
of experience within agencies. In nearly every instance, there are enough existing
data, however, scarce, to begin, since we argue that the design of a program to
collect data for establishing baselines or for monitoring must follow and be inte-
grated with the approaches described here, rather than precede them. A modest
budget is necessary to mobilize and organize existing data, but this can typically
be managed within the cooperating agency. At most, it is a one-man-year effort.
Similarly, computing budgets can be as small or large as facilities and expertise
warrant. The resource in scarce supply is rarely money; it is expertise and ex-
perience in the techniques and procedures described here. If this expertise and
experience are available or can be developed, the costs are an order of magnitude
less than those typical in North American impact assessment efforts.

DEVELOPING COUNTRIES

When a new approach, such as the one put forward in this book, appears, it is
useful to examine it from different viewpoints. Here an attempt is made to focus
on some aspects that seem particularly relevant from the point of view of developing
countries. Moreover, by adopting that perspective the lessons for industrialized
countries might, paradoxically, emerge more vividly.

Problems are perceived very differently in developing countries, and, in addition,
there is often a high within-country cultural diversity. Because of these differences,
developing countries can sometimes more easily explore new ways of looking at
problems and new solutions. An example is the perception of eutrophication in
Southeast Asia. There. high nutrient loads, abundance of algae, and aquatic weeds
like water hyacinth are considered desirable in rice fields, fishponds, and even in
some natural water bodies. They are viewed as a resource and as enhancing the
production process, rather than as a nuisance. Also, it was not coincidental that a
totally different way of measuring socioeconomic growth in global models was
originated in developing countries. In the Latin American World Model this was life
expectancy at birth. Differences in the perceptions of problems made it necessary
to look for alternative solutions.

In this book, a nontraditional perception of the behavior of ecological systems is
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presented. We link this with the potential richness of perceptions emerging from
the present cultural diversity on our planet. This variety is prized because it is not
yet possible to decide whether one, some, or many perceptual frameworks, or
paradigms, are necessary in order to cope with different problems in different
regions of the world. It is likely that new and evolving paradigms will be needed.
And it is also likely that some of these will originate in developing countries, and
will modify and enrich the views presented here.

Too often in the past, socioeconomic development and environmental quality
have been perceived, or construed, as if they were quite opposite, antagonistic
concepts. The conceptual framework proposed here is not only absolutely com-
patible with the dynamic concepts of development and the rational use of natural
resources, but it also tends to promote the generation of self-reliant and endogenous
approaches to the environmental problems — approaches appropriate to local
conditions, needs, and socioeconomic structures.

For any one management or developmental objective, there are usually many
alternative ways of implementation. We emphasize that it is essential to generate
and consider a wide range of altematives, especially in developing countries. In-
adequate search for alternatives can make plans and projects fail utterly because
they are not adapted to the local realities. This is evident in tropical agriculture,
where there are many examples of attempts to introduce temperate-zone, capital-
intensive technologies. And more important than altemnatives for implementation,
the generation of alterative objectives, or goals, is viewed as a fundamental process.

The emphasis throughout the book upon a permanent and inherent state of
change in ecological systems suggests a richness of qualitatively different behavior
modes that might be an appealing concept for the developing countries. It is often
shown that attempts to force classical stability or constancy may lead to a shift of
behavior into undesirable modes. But changes need not be catastrophic. By the
same token, an explicit search could be made to discover desirable stability regions.
Strategies might then be devised to move the environmental or socioeconomic
system from an undesirable condition to more desirable ones.

Developing countries, perhaps more than others, are in a permanent state of
change. Although it is an open question whether the perceived goal is always the
desirable one, in most cases in the developing countries it is good to move away
from the present state. Thus, developing countries, having no vested interest in
constancy, might find the concepts of resilience, of managing with uncertainty
or even managing uncertainty itself, appropriate and suggestive. The concepts
might also have an influence upon the socioeconomic theories, approaches, and
strategies of national, regional, and global development. For instance, the concepts
emphasized in the book might help one to understand how some decisions and
strategies reduce the stability region of a system, showing how some policies lead
to a narrowing of the set of future options. So, even though the set of case studies
utilized as examples in the book pertain to a small class, the implications of the
approach impinge upon a much wider set of problems.
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It seems clear that any approach that attempts to deal explicitly with uncertainty
would be of particular relevance for the developing countries. Considering the needs
for rapid socioeconomic development, the existence of unexploited natural re-
sources, and the availability of technology for wide-scale projects, the uncertainties
involved are not only great but are often of a qualitatively different nature than in
developed countries. This, coupled with the great vulnerability of major segments
of the population, suggests that the explicit consideration of uncertainties is a
fundamental concern of developing countries.

While it might be argued that some of the techniques presented here are not
universally adaptable, the main emphasis throughout is on an overall approach to
the problems. This is why a range of techniques, from the simple and naive to the
more sophisticated, has been explored. The choice and usefulness of a particular
technique depend very much upon the particular situations and available resources.
As an example, for a group of experts engaged in a regional planning project,
even the simplest approach to the first steps in the workshop procedure has proved
to be very valuable in reidentifying the relevant issues, promoting integration
among disciplines, and producing a more global and coherent view of the problem
and its solutions. This happened with a 2-day workshop in the Bermejo River basin
in Argentina. Thus, the relevant question is not whether the approach presented
here is the best possible one, but whether it is better than the traditional ones.

The adaptive approach is particularly useful in helping to make fast decisions
where data are incomplete and uncertainty is great. All of the techniques discussed
are accessible at a moderate cost, and some are very cheap. For a fixed budget,
whatever its size, the approach can allow a substantial saving in terms of data
collection, in the sense that the emphasis is put upon collecting only the relevant
data, without following the traditional massive data collection procedure.

Finally, it is important to emphasize the value of the workshop procedure (one
of the cores of the approach) in terms of its efficiency for mobilizing and organizing
scarce critical resources (expertise, funds, time). It also has a high demonstration
potential, thus encouraging institutional flexibility and the dissemination of inte-
grated views about the relevant issues.

CONCLUSIONS

We have attempted, in this overview, to present the issue of uncertainty that under-
lies the major resource and environmental problems facing mankind. The concept
of resilience, in which the different distinct modes of behavior are maintained be-
cause of, rather than despite, variability, is suggested as an overall criterion for
policy design. The more that variability in partially known systems is retained,
the more likely it is that both the natural and management parts of the system will
be responsive to the unexpected. The very process and techniques we recommend,
while aimed in part at reducing uncertainty, are designed as a changing adaptive
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process of policy design. It is the combination of the issue, the concept, and the
process and techniques that makes for adaptive environmental assessment and
management.

Although we see assessment as an integral part of management, in some countries
these are viewed as separate activities. Because of this, we will separate our detailed
conclusions into those most relevant for management and those most appropriate
for assessment. First, the recommendations for adaptive management:

1. Environmental dimensions should be introduced at the very beginning of the
development, or policy design process, and should be integrated as equal partners
with economic and social considerations, so that the design can benefit from, and
even enhance, natural forces.

2. Thereafter, during the design phase, there should be periods of intense
focused innovation involving significant outside constituencies, followed by periods
of stable consolidation.

3. Part of the design should incorporate benefits derived from increasing infor-
mation onunknown or partially known social, economic, and environmental effects.
Information can be given a value just as jobs, income, and profit can.

4. Some of the experiments designed to produce information can be part of an
integrated research plan, but part should be designed into the actual management
activities. Managers as well as scientists learn from change.

5. An equally integral part of the design is the monitoring and remedial mech-
anisms. They should not simply be post hoc additions after implementation.

6. In the design of those mechanisms there should be a careful analysis of the
economic trade-offs between structures and policies that presume that the unex-
pected can be designed out, and less capital-expensive mechanisms that monitor and
ameliorate the unexpected.

There are also specific conclusions relevant to the techniques of environmental
assessment, some of which are summarized here:

1. Structural features (size distribution, age, who connects with whom) are
more important to measure than values of individual variables.

2. Events at one place can re-emerge as impacts at distant places.

3. Monitoring of the wrong variable can seem to indicate no change even when
drastic change is imminent.

4. Impacts are not necessarily immediate and gradual; they can appear abruptly
some time after the event.

5. Variability of ecological systems, including occasional major disruptions,
provides a kind of self-monitoring system that maintains resilience. Policies that
reduce variability in space or time, even in an effort to improve environmental
“quality,” should always be questioned.
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6. Many of the existing assessment methods (e.g., cost—benefit analysis, input—
output, cross-impact matrices, linear models, discounting) assume none of the
above occurs, or at least, that none is important. All such methods should be used
with caution.






Part One

The Approach






The Nature and Behavior of
Ecological Systems

[Our perceptions determine the methods we use and the solutions we see;That is
why puzzles fascinate and challenge, for their solution requires a shift of percep-
tion. Without that shift, the method for solution eludes us. Puzzles of ecological
evaluation are the same. If present methods seem to be inadequate or even to
magnify problems, perhaps the perceptions of the way ecological systems behave
or are structured are partly at fault. Certainly, the different methods and approach-
es described in the following sections emerge directly from a very specific view of
how such systems behave. It is important to make that view clear. At the least, by
making our biases visible we make them testable.

Long before man appeared on the scene, natural systems were subjected to
traumas and shocks imposed by drought, by flood, by geological changes. The
systems that emerged are the ones that were able to absorb and adapt to these
traumas and to their continual occurrence. Such systems hence are not fragile but
are the creation of change. They are not, however, infinitely resilient. A forest can
be turned into a desert, or a river into an open sewer. But to do so, man must often
try very hard.

The evaluation of ecological policies is an attempt to assess how an ecological
system will be affected by disturbances, both man-made and natural. Those dist-
urbances may threaten survival, but they can, with care in design, enhance benefits.
Examples of how ecological systems respond to shock and disturbance provide the
core of our understanding of their structure and behavior.

Four properties determine how ecological systems respond to change and, as a
consequence, how policies should be designed and how impacts should be assessed:

® The parts of an ecological system are connected to each other in a selective
way that has implications for what should be measured.

25
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® Events are not uniform over space, which has implications for how intense
impacts will be and where they will occur.

® Sharp shifts in behavior are natural for many ecosystems. Traditional meth-
ods of monitoring or assessment can misinterpret these and make them seem unex-
pected or perverse.

® Variability, not constancy, is a feature of ecological systems that contributes
to their persistence and to their self-monitoring and self-correcting capacities.

These will be discussed by example in the following sections.

THE ORGANIZATION OF ECOLOGICAL SYSTEMS
Everything is not strongly connected to everything else.

Smith and van den Bosch (1967) have prepared a particularly well-documented
example of the response of a cotton ecosystem to disturbance. There is a series of
valleys on the coast of Peru formed by streams running from the high Andes to the
Pacific Ocean. Many of these valleys are under intensive agriculture and, because of
the low rainfall, are irrigated. As a result, each valley is essentially a self-contained
ecosystem isolated from the others by barren ridges. In one of these valleys, the
Canete, the crop was shifted from sugar cane to cotton during the 1920s. Over the
years a group of seven native insects became significant cotton pests. The pest
problem was essentially modest and the farmers of the region lived with the result-
ing economic damage. In 1949 chlorinated hydrocarbons like DDT, benzene hex-
achloride, and toxaphene became widely available, and the opportunity arose to
dramatically decrease pest damage and increase crop yields.

The initial response to the insecticide treatment was a pronounced decline in
pests and a 50 percent increase in cotton production. After two or three years,
however, six new species of insects became as serious a problem as the original
seven had been. The reason for the appearance of these new pests was the elimin-
ation of parasites and predators that were killed by the insecticides. Within six years
the original seven insect pests began to develop resistance to the insecticide, and
crop damage increased. In order to control this resurgence, the concentration of the
insecticide had to be increased and the spraying interval reduced from two weeks to
three days. As these control measures began to fail, the chlorinated hydrocarbons
were replaced by organophosphates. But even with this change, the cotton yield
plummeted to well below those realized before synthetic insecticides.

The average yield in 1956 was the lowest in more than a decade, and the costs
of control were the highest: the agricultural economy was close to bankruptcy. This
forced the development of a very sophisticated ecological control program that
combined changed agricultural practices with the introduction and fostering of
beneficial insects. Chemical control was minimized. These new practices allowed
the re-establishment of the complexity of the food web, with the result that the
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number of species of pests was again reduced to a manageable level. Yields reached
the highest level in the history of cotton production in the valley.

This example emphasizes the point already mentioned: many ecosystems are
remarkably forgiving. The surprise is that such frequent application of a blanket
of insecticide over an entire isolated valley did not have a more dramatic and de-
structive effect. But the effect that was triggered suggests the importance of the
linkages within ecosystems. The complex of the original seven pests, the six induced
pests, the cotton and other food sources, and the natural enemies represents a sub-
assembly of the larger ecosystem of the valley. The insects are linked by various in-
tensities of competition for different species of their food resource, part of which is
shared, part specific. The parasites and predators establish further links and connec-
tions — some connecting a single parasite with a single host, some connecting with
several hosts. This ecosystem provides an example of a food web, through which
energy flows and material is cycled.

But note that the connections are organized in a special way. Each species has a
limited number of connections with others that give a distinct organization to the
ecological system. This organization results in a unique capacity to absorb or funnel
impacts.

Before we explore these capacities, however, we shall cite one additional ex-
ample from our own experience that emphasizes the importance of simply knowing
who is connected to whom. The large open-sea fishes of the North Sea, like herring
and mackerel, have been nearly eliminated by fishing pressure. At the same time
there has been an increase in the number of bottom fishes. At first thought the
spatial separation of these two groups — one living in the upper waters, one living
in the lower waters — would make such a response unexpected. But removal of
herring and mackerel relaxed the competition with smaller open-sea fishes such as
sand eels, Norway pout, and the young stages of the bottom-feeding fishes. Since
these species, unlike herring, migrate between upper and lower regions, they pro-
vide a conduit that carries energy and material to fishes living near or on the bot-
tom. With their herring competitors and predators removed, this conduit could
carry more resources downward so that bottom-dwelling populations increased.
Thus, it is the number and kinds of these links that can induce unexpected con-
sequences.

But note that the simple thought (often expressed in species lists or the popular
rthetoric of ecology) that everything is intimately connected to everything else is
simply not true. One might have expected the removal of large pelagic fishes to
have had effects on many other groups, especially their ecological neighbors, the
pelagic invertebrates. To the contrary, the available energy appears to have been
diverted through one specific channel to a relatively distant part of the food web.

The persistence of a species would be precarious indeed if its fate depended on
every other species in the system. Analyses of studies such as those reported above
suggest that ecosystems exhibit patterns of connections resulting in subassemblies
that are tightly connected within themselves, but loosely connected to others.
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Simon (1962) has shown that such structures have remarkable survival proper-
ties. First, removal of one subassembly does not necessarily destroy the whole.
Because of the minimal connection between subassemblies, the others can persist,
often long enough for self-recovery. Second, for the same reason, these structures
rapidly adapt to change. As long as the same connections are maintained to other
subassemblies, major changes and substitutions can take place within the sub-
assembly. Species can substitute for other species as long as the same function or
role is performed.

The conclusion for environmental assessment is that even qualitative measure-
ments of structure are more important than measurements of numbers of every
organism possible. The structure depends on who is connected to whom and how.

SPATIAL BEHAVIOR
Impacts are not gradually diluted over space.

Both the cotton and North Sea fisheries examples also demonstrate an important
spatial property of ecological systems. One of the reasons the cotton mangement
system eroded so rapidly was the application of insecticide over the whole of a
self-contained, isolated ecosystem. Hence, no recovery from outside the system was
possible to either slow or reverse the disruptions. The North Sea example empha-
sizes that events can be very different in different parts of space. The fishes and
associated organisms in the upper waters are different from those in the lower. And
yet they are uniquely coupled to each other. Moreover, if we were to look in great-
er detail, we would see a mosaic of spatial elements — of patches — that differ in
their biological and physical characteristics. The parts of this mosaic are not totally
isolated from each other but are linked by movement of material, energy, and some
of the organisms; movement dictated by winds, by currents, or by active dispersal
of organisms.

The consequence of this spatial mosaic and the linkages within it have been well
demonstrated in a study by Huffaker (1958) in which he examined the interaction
between populations of a plant-eating mite and a mite-eating predator. When there
was unimpeded movement throughout the experimental universe (a homogeneous
world, therefore), the system was unstable and the populations became extinct.
When barriers were introduced to impede dispersal between parts of the universe,
small-scale heterogeneity was introduced and the populations persisted. Thus, popu-
lations that began to collapse in one small area could be reinforced by invasion
from other populations that happened to be at the peak of their numbers.

This view of spatial behavior is different from that implied in many ecological
evaluations. The more usual assumptions concerning spatial effects are shown in
Figure 2.1a: the greatest impacts are expected to be nearby, with decreasing effects
as we move away from the location of the change. We call this assumption the
“dilution of impacts™ paradigm. Harmful physical effects (pollutants) are assumed
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a) Simple Viewpoint

INTENSITY OF IMPACT

DISTANCE OR TIME FROM DEVELOPMENT

b) An Aiternative Viewpoint

\/\[\

DISTANCE OR TIME FROM DEVELOPMENT

INTENSITY OF IMPACT

FIGURE 2.1 Alternative paradigms for the distribution of development impacts.

to diffuse in space, damages are assumed to repair themselves over distance, economic
perturbations are assumed to be damped in a complex network of economic trans-
actions, and so forth.

An alternative view is shown in Figure 2.15. In this view impacts and problems
are not related in any simple way to the location of the development. We would
obviously not take this view seriously in dealing with many physical problems
(though some pollutants can be concentrated to dangerous levels far from their
source by biological and physical mechanisms). But it is not clear that the physical
analogy holds in dealing with other subsystems. In particular, we argue that, within
broad geographical and temporal limits, impacts mediated by social and economic
processes need bear no obvious relation to the initial investment. For example, the
local environmental impacts of a pipeline project in a developing region can usually
be identified and ameliorated. But the induced effect of the invasion of capital and
of construction workers on settlements remote from the pipeline can have dramatic
social consequences that cause more significant environmental impacts than the
pipeline itself.
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A.STABLE EQUILIBRIUM B.STABLE LIMIT CYCLE C.NEUTRALLY STABLE CYCLE

O.UNSTABLE EQUILIBRIUM E.DOMAIN OF ATTRACTION F.DOMAIN OF ATTRACTION,

2 NON ZERO EQUILIBRIA
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—

B :x
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FIGURE 2.2 Ecosystem stability portraits. A to E are stylized and F is a specific
example from Bazykin (1974).

STABILITY AND RESILIENCE
The unexpected can be expected.

Much of traditional ecological evaluation, policy design, and even ecological
science itself implicitly or explicitly presumes that if a disturbance is removed, the
system will ultimately return to its original condition. That is a view of an infinitely
forgiving Mother Nature. But responses to disturbance can in fact take a number of
different forms that can conveniently be represented by stylized portraits of stab-
ility (Figure 2.2). These representations are technically called phase portraits. The
trajectories simply represent the moment-by-moment change in the value of two
variables, given one starting point. The variables may be predator and prey, two
competitors, or a herbivore and its food.

Consider the consequences in Figure 2.24, Stable Equilibrium, for which the
initial condition is at some point Py on the spiral. Given no intervention by man
and no stochastic effects, the tendency of the system is to move inward along the
spiral-like trajectory, taking steps of varying size in each successive time interval
and in the limit approaching the equilibrium position (P*). Stochastic influences
derail the process, the size and direction of the random component usually being a
function of location in the phase plane. But apart from these details, it is clear that
systems characterized by case A will always migrate toward equilibrium. While long
recovery times may be associated with larger displacements from an interior or
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quasi-equilibrium position in the phase plane, the fact of recovery itself is a certainty.

Case B, Stable Limit Cycle, demonstrates similar convergence. Any point in the
plane converges to a closed loop that shows dynamic rather than static equilibrium.
Any disturbance of the stable limit cycle produces ecological pressures that ulti-
mately drive the system back to the cycle. If X and Y alone are plotted against
time, the time series would show patterns characteristic of sustained oscillation; this
is a typical consequence of simple predator—prey behavior.

The special property of case C, Neutrally Stable Cycle, is that any displacement
results in a new, sustained oscillatory time series. This phenomenon has not yet
been identified in real biological systems; indeed, there may not exist any such
systems, but the case is included for completeness.

In Case D, Instability, every point leads to ultimate extinction. Recovery is
possible only through reinvasions from other areas. This viewpoint reinforces the
notion of the need for spatial heterogeneity as the only way to maintain persistence.

Cases £ and F are of great interest for environmental management; case £ is a
general stylization and case F a specific example that will be discussed later. In case
E, there is a closed region from which inward displacements converge on an equili-
brium position or from which outward displacements diverge to some new domain
of stability or to extinction of one (or more) species. Of course, small displace-
ments will not necessarily result in these terminal positions, because movements in
the phase plane contain random components that might push the trajectories across
the boundary in either direction. It is useful to think of a domain of stability as a
mesa. A particle moving on the mesa has a nonzero probability of falling off in one
step, and the probability varies according to the location of that particle on the
plane and according to the size of the step at any time. Once fallen, a particle can
climb back onto the mesa and re-enter the domain of stability; the likelihood of
such re-entry is smaller than that of falling off.

Another possibility is that the particle, having fallen, comes to reside on a new
mesa. In biological terms, the system flips from one domain of stability to another.

If cases 4 and B can be viewed as Beneficent Nature, then case D is Ephemeral
Nature and cases £ and F are Mischievous Nature. In the last, the system will seem
to be absorbing incremental disturbances but will then suddenly jump to another,
unexpected mode of behavior. Such portraits are not simply mathematical curios-
ities. They find their counterparts in the behavior of the real world.

One of the more dramatic and extensively documented examples is the fisheries
of the Great Lakes in North America. Data on catches exist from as far back as
1880, and a remarkably similar pattern has occurred in each of the seven most
important commercial species in each of the five Great Lakes (Beeton, 1969;
Christie, 1974). There was first an extensive period of sustained and modestly
fluctuating catch. In a number of examples the catch suddenly increased briefly,
but whether that happened or not, there was then a precipitous decline in catch
over 2 to 3 years. In some instances the populations became extinct. In others the
populations were driven to very low numbers. The populations were not held there
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by continued fishing pressure or the additional mortality from an introduced pre-
dator. Even when both fishing pressure and predators were reduced, populations
did not return to their original levels; they persisted in this new configuration, this
new equilibrium.

This is an example of a system that, in all likelihood, has at least two equil-
ibria — one high and one low. If populations are displaced a small amount from
either one of the equilibria, they will tend to return to it. But there is a limit to
how great the displacement can be before the populations unexpectedly flip into
the other equilibrium region. There are distinct stability regions and separations
between them.

Even this picture of two separated regions of stability is oversimplified. The
borders between equilibria of high and low densities are not simple “‘straight lines”
determined only by the particular nature of the species in question. The unique re-
lationships of a food web may allow a population to reach its high equilibrium by
first being pushed to densities below its low equilibrium (Bazykin, 1974). For
example, the phase portrait produced by one version of Bazykin’s general predator—
prey model is shown in Figure 2.2F. If Y is a predatory fish of commercial value
and the system is at the equilibrium Py *, it might be desirable to shift the system to
P,*, where there is a higher equilibrium. But note that addition of this fish would
still keep the system in the stability region associated with the lower equilibrium. A
modest reduction, however, can cause the variables to cross the stability boundary,
and the system would naturally evolve to the higher equilibrium P, *.

The Great Lakes case is not an isolated example. Similar behaviors have been
shown for a variety of fish populations in North America and Europe (summarized
in Holling, 1973); grazing systems in North America, Africa, and Australia
(Glendening, 1952; Noy-Meir, 1975); and insect pest populations in Asia, North
America, and Europe (Sasaba and Kiritani, 1975; Jones, 1975; Southwood and
Comins, 1976; Isaev and Khlebopros, 1977).

Larger assemblages of organisms demonstrate similar multi-equilibrium behavior.
A history of herbicide spraying in a forested region in the United States (Niering
and Goodwin, 1974) has succeeded in suppressing tree regeneration and growth
to the point where shrubs so dominate the system that even after cessation of
spraying the system remains a persistent and distinctive shrub community. Clearing
large areas of tropical forests can similarly lead to an irreversible treeless condition
because of exhaustion of the soil and leaching of nutrients coupled with the very
low dispersal properties of tropical tree seeds (Gomez-Pompa et al., 1972).

As a final example, Hutchinson (1970) has reconstructed the series of events
occurring in a small crater lake in Italy from the last glacial period in the Alps
(2000 to 1800 BC) to the present. Between the beginning of the record and Roman
times the lake had established an equilibrium with a low level of productivity that
persisted in spite of dramatic changes in surroundings from Artemisia steppe,
through grassland, to fir and mixed oak forest. Then suddenly the whole aquatic
system changed. This change towards eutrophication, or high productivity, seems to



33

have been initiated by the construction of the Via Cassia about 171 BC, which
caused a subtle change in the hydrographic regime.

We have dealt with this multiequilibrium behavior in so much detail because
it lies at the heart of the uncertainty of ecological evaluation and design. A system
can seem to be behaving according to one set of rules, until it suddenly flips into a
radically different state. Incremental nutrient input to a lake may for a long time
cause no noticeable change in water quality. But at some point, one additional
increment may trigger the sudden appearance of eutrophic conditions. A fisheries
system in the Great Lakes can seem to be yielding a constant and stable catch and
yet be on the verge of precipitous collapse. A productive flood plain in the Orinoco
delta can turn into an acid desert rather than intended agricultural land after drain-
ing exposes sulfur compounds in the soil to oxidation.

Just as there has traditionally been a “dilution of impacts” paradigm for impacts
over space, so has there been a similar presumption for impacts over time. Impacts
have often been presumed to be immediate and to be gradual. That implies that
even if unpredicted, these changes can be monitored and detected in sufficient time
to be remedied. It assumes that incremental approaches to planning and design, or
marginal assumptions in cost-benefit analyses, or smooth discounting functions are
all appropriate techniques of ecological policy design and evaluation. None of those
assumptions holds in a world that has more than one equilibrium or stability region,
where sharp rather than gradual changes can occur.

If we think of one variable affecting another only as an entry in an input-output
table or a cross-impact matrix, we are implying a straight-line relationship, or at
most, a smooth one. But many relationships have a form in which thresholds separ-
ate regions of no-<ffect from regions of effect, or where effects increase in one
region and decrease in another. These nonlinear relationships contribute to the
existence of multiple stability regions. They can turn the traditional tools of policy
design and evaluation into the source of the problem, not the source of the solution.

DYNAMIC VARIABILITY
Environmental quality is not achieved by eliminating change.

One additional property remains. Ecological systems are not static but are in
continual change — change in numbers, change in equilibrium conditions, change in
species composition — and this dynamic change determines part of the structure,
diversity, and viability of ecological systems. From a long-term perspective, the
frequent droughts in the plains of East Africa are probably an integral feature that
establishes the remarkable diversity of animals and plants. An argument can be
made that the periodic destruction of trees by fire or elephants involves two dyn-
amic forces that maintain a savannah rather than a forest. Certainly, a combination
of fire and grazing can maintain grassland systems in temperate regions of the
world. Similarly, many forest insect outbreaks, like those of the North American
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budworm (Chapter 11), are part of the natural cycle of renewal that maintains the
resilience and diversity of forest systems.

Some of the changes are induced by internal mechanisms that actually force
change independent of outside intrusions. For a.time one group of species might
gain ascendancy through competitive advantages, and their very abundance can re-
lease or trigger counteracting forces which reverse that process. Again, the bud-
worm—forest ecosystem provides an example. Hence, for impact assessment as a
review process, the impact of insecticides should be assessed not only in terms of
direct ecosystem contamination. In addition, the reduction of the pest itself might
significantly alter the renewal mechanisms of the forest, unless they are replaced
by harvesting and silvicultural practices. And, for policy design, a forest mangement
policy can be designed so that the pest itself becomes the forest manager at places
and times where it is not economically feasible for man to do so. Ecological policy
design can, by working with natural forces, turn them to economic benefit.

Other dynamic changes are caused by outside events — the erratic or periodic
occurrences of flood, drought, cold, heat, fire, and storm. Natural systems are
hence continually being “tested,” and their adaptation to that experience affects
their response to new intrusions. Some paleoecologists (e.g., Bretsky and Lorenz,
1969) have suggested that the species complex within intertidal communities has
changed less than that in deeper water communities. The former are exposed to
continual extremes through tidal movement; the latter experience a much less
variable world because of stabilizing properties of water. Hence, when the inevitable
unexpected occurs, the intertidal species can adapt while the deepwater species
cannot. Watt (19684) provides more rigorous support for this contention in his
detailed statistical analysis of indices of abundance of 988 forest insect species
throughout Canada from 1945 to 1965. Populations from regions with less variable
maritime temperatures were affected more by a unit change in temperature than
those from regions with highly variable conditions. And it is obvious that the im-
pact of a rare frost on tropical vegetation or crops is a consequence of their evolu-
tion within a stable temperature region.

In a sense, therefore, the continual “testing” of these systems gives them the
resilience they have. Their self-correcting responses to the unexpected exist because
they are used occasionally. Hence, for impact assessment as a review process, the
intensity of a disturbance by man cannot be assessed simply by its absolute magni-
tude. It must, at the least, be measured in terms of the degree of variability that has
been historically experienced. And the corollary to that for policy design is that
reduction of variability could lead to the gradual loss of resilience through relax-
ation of selective pressures. Placing a system in a straitjacket of constancy can
cause fragility to evolve.

The traditional paradigm of ecological evaluation often is that the world is or
should be designed to be static or constant. The developed countries in particular
have recently experienced a growing emphasis on ecological and environmental
concerns, in part as a reaction against past emphasis on growth and social and
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economic issues. But when that leads to a goal of ecological or environmental
“purity” and constancy, it can no longer be labeled ecologically sound. Ecol-
ogical systems are dirty, changing, growing, and declining. That is the source
of their resilience and diversity. And, paradoxically, the developing world might
be more capable of responding to the need for constructive variability because
they themselves have been so subject to change and rapid adaptation.

These four properties — organized connection between parts, spatial hetero-
geneity, resilience, and dynamic variability — underlie all our attempts to develop
and test the techniques described in the following sections. Several broad lessons
emerge from these four properties:

1. Since everything is not intimately connected to everything else, there is no
need to measure everything. There is a need, however, to determine the significant
connections.

2. Structural features (size distribution, age, who connects to whom) are more
important to measure than numbers.

3. Changes in one variable (e.g., a population) can have unexpected impacts on
variables at the same place but several connections away.

4. Events at one place can re-emerge as impacts at distant places.

5. Monitoring of the wrong variable can seem to indicate no change even when
drastic change is imminent.

6. Impacts are not necessarily immediate and gradual; they can appear abruptly
some time after the event.

7. Variability of ecological systems, including occasional major disruptions, pro-
vides a kind of self-monitoring system that maintains resilience. Policies that reduce
variability in space or time, even in an effort to improve environmental “quality,”
should always be questioned.

8. Many existing impact assessment methods (e.g., cost-benefit analysis, input—
output, cross-impact matrices, linear models, discounting) assume none of the
above occurs or, at least, that none is important.

The above lessons relate to the methods and data required for assessment and
policy design. But there are, as well, lessons for the way environmental issues are
incorporated within an institutional process.

THE BEHAVIOR OF INSTITUTIONS

The behavior of ecological systems is only one side of the equation. The other is the
social and institutional environment. We have been careful, thus far, to concentrate
only on the behavior of the ecological and environmental component. That is where
our professional experience lies. But our recommendations are so contingent on the
way people, as well as biological and physical systems, behave that our perceptions
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of the behavior of man and his institutions need to be at least briefly highlighted.

The key point is that our experience suggests that human systems have the
same four properties that ecological systems have. These four properties lead to
the same conclusion. First, agencies are strongly connected to a limited set of
other constituencies (however bewildering the variety of signals). Second, some
are near at hand, but some are distant (the centralization-versus-decentralization
issue). Third, individuals, institutions, and societies have multiple stability regions
(so that sudden shifts of behavior can become crises). Finally, dynamic variability
is a benefit in maintaining an adaptive response to the expected (unless reminded
by occasional change, people and institutions develop rigidity).

The last two properties are the ones that particularly color our recommendations
for incorporating environmental analysis within the policy process at the very be-
ginning and our recommendations for an adaptive process.

Earlier in this chapter we illustrated the alternative modes of stability by using
stylized phase portraits (Figure 2.2). These can be generated by fairly simple coup-
led differential equations, which in no sense represent reality but rather are highly
simplified caricatures of the essence of behavior. Bazykin (1974 and Figure 2.2) has
done just that for ecological systems. The same approach has also been applied to
institutional systems (Holling er af, 1976} and societal ones (Hifele and Biirk,
1976). Just as in the ecological equations, the assumptions built into these simple
caricatures generate separate regions of stability, regions, moreover, that can shift
and change if parameters evolve through the action of cultural selective forces. In
an early version of the Hifele and Biirk societal equations, for example, one stab-
ility region leads to high energy consumption per capita and low population, and
the other to the reverse. A flip across the line of separation would seem for a time
to be little different from the past, but the ultimate consequences would be rad-
ically different. Such equations should never be used as reasonable laboratory
worlds for the development of explicit policies, but they are useful as perspectives,
or metaphors of reality whose relevance depends on whether they match common
sense and practical experience.

Certainly our experience with a number of institutions — management agencies,
research laboratories, “think tanks,” businesses, and universities — reinforces these
metaphors (Holling and Goldberg, 1971; Walters, 19754; Holling, 1976). Our con-
clusions are supported by more formal analyses as well (Cyért and March, 1963;
Crozier, 1964; Etzioni, 1968). Those institutions that have developed policies that
induced a rhythm of change, with periods of innovation followed by consolidation
and back again, maintain a flexible and adaptive response. Expected problems and
opportunities are detected and can be turned to benefits. Those institutions that
have evolved toward stability, toward minimizing disturbance, toward being risk-
averse, tend to react to problems and opportunities as crises. The adaptive response
withers, and instead there is, paradoxically, an attempt to further reduce these
uncomfortable intrusions. Options are rapidly foreclosed.

This matching of the metaphors and behavior of ecological systems with those of
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institutional systems leads us to specific recommendations for using environmental
assessment as well for doing it. With this perspective, even the word assessment,
implying passive reaction, is inappropriate. Adaptive environmental management
is a more relevant term. Several broad recommendations emerge that will be re-
inforced in later chapters:

1. Environmental dimensions should be introduced at the very beginning of the
development or policy design process and should be integrated as equal partners
with the economic and social dimensions.

2. Thereafter, in the design phase, there should be periods of intense, focused
innovation involving significant outside constituencies, followed by periods of
stable consolidation.

3. Part of the design should include benefits attached to increasing information
on unknown or partially known social, economic, and environmental effects. In-
formation can be given a value just as jobs, income, and profit can.

4. Some of the experiments designed to produce information can be part of an
integrated research plan, but others should be designed into the actual management
activities. Managers as well as scientists learn from change.

5. An equally integral part of the design are the monitoring and remedial mech-
anisms. They should not simply be post hoc additions after implementation.

6. In the design of those mechanisms there should be a careful analysis of the
economic trade-offs between structures and policies that presume that the unex-
pected can be designed into insignificance and less capital intensive mechanisms that
monitor and ameliorate the unexpected (Holling and Clark, 1975). (That issue is
explicitly addressed for the design of pollution control standards in Fiering and
Holling, 1974).

7. The above points imply changes in institutions and legislation. We find, un-
expectedly, that such changes seem more feasible in “less efficient” developing
and developed countries. Whether intended or not, the unexpected has been part
of their history, and adaptive change can be perceived as a modest shift from past
experience.



3 Steps in the Process

As a relief from the philosophical, conceptual, and abstract discourse of the first
two chapters, we turn now to a more concrete and pragmatic discussion of the
steps that are involved in the process of adaptive assessment and management.
Although we would ideally like to integrate assessment into management, we
realize that this is not yet institutionally possible in many cases. Therefore, we
treat them separately, first describing the major events and aims that are critical
ingredients in environmental assessment. Even here we see two types, each with
its own tactics: a long-term (1-year) assessment project and a quick (2-month)
project. Many of the steps described also apply to an environmental management
program. In addition, there are also steps needed for effective communication
to, and implementation in, the responsible management agencies.

We must emphasize that this chapter is not intended to provide a “cookbook”;
such a prescriptive device is the antithesis of the proposed adaptive management
process. Rather, we hope this chapter provides readers with enough of a sense of
the order of events that they can begin such an adaptive process on their own.
Each situation will be different, however, and the steps described here should be
molded to meet specific requirements in each case.

ENVIRONMENTAL ASSESSMENT

A 1-YEAR ASSESSMENT PROJECT

This section is written for the person charged with preparing an assessment of the
environmental consequences of some proposed action. He is responsible for gath-
ering together and coordinating a team to examine the problem, analyze the possible
consequences, and prepare a report that will be used as an aid for decision. While
we suggest a hypothetical timetable (Figure 3.1) for the tasks and events that
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constitute the assessment, no two assessment problems are the same and they
cannot be successfully treated with a fixed agenda. Therefore we have synthesized
our experience into a “typical” scenario — flexibility and adaptability remain
paramount. We have tested these procedures and are confident that they work.
Specific procedures for operating the scheduled workshops are detailed in the
next chapter.

January 1: The Assessment Begins

On January 1 the program manager is charged with preparing a report on the
likely consequences of a major development. The report is to be completed within
1 year, and he may draw upon scientists and advisors both from his organization
and from collaborating ones.

The program manager’s first task is to identify the central members of his team.
These fall into two groups, those who possess analytic skills (e.g., computer pro-
gramming, data analysis, statistics) and the subject matter specialists, who might
be biologists, geologists, economists, or engineers. The analytic group and one or
two of the subject matter specialists will form what we call the core group. This
group will run the workshops, do the computer modeling, and analyze alternative
policies. The subject matter specialists outside of the core group will be called
upon as their expertise is required. Workshops coordinate the activities of the
core group with those of the specialists and methodologists.

January 15: First Meeting of Core Group

Before the entire team is assembled, the core group meets in camera, to outline
the nature of the problem. This includes defining a range of management options,
interest groups, and objectives. Additionally, and importantly, the core group
should define the set of variables relevant to the decisions that must be made. At
this meeting a first attempt is made to determine the physical boundaries of the
problem, the temporal and spatial resolution required, and the level of detail the
model should take. Other participants needed for the assessment groups are
identified.

The products of this meeting are a list of participants for the first workshop, an
understanding of the general form the model will take, and an assignment of
responsibilities. The core group then begins to assemble the computer software
and hardware for their modeling activities, and the specialists review the available
data relevant to the problem,

The stage is now set for the first workshop. Although the core group has a
preliminary definition of the problem, it is tactically important that these pre-
liminary decisions remain invisible during the first workshop and that they be
readily abandoned if it seems appropriate. In the workshop related decisions
will be made again by all the workshop participants and will be modified as a
consequence of the broader experience of the participants. It is important for these
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decisions to be made extemporaneously — and more important that they appear to
be made so. The commitment of participants to the project in future workshops
depends on their self-identification as creators of the model. However, it is also
important that the first workshop establish momentum and that it does not become
stalled over technical indecision. It is for this reason that the core group must have
a set of “shadow decisions” in their back pocket to draw upon if the workshop
falters.

February 15: First Workshop (2-3 Days)

This workshop is attended by the core group and all the specialists. In addition, it
is critically important that the higher level decision makers and managers be involved
as much as possible. Frequently, they will be able to attend only the first day, or
even only the first hour, but it is of the utmost importance that they be there even
for that hour, and at least two or three should attend the whole workshop. If the
person who requested the report participates in the opening of the first workshop,
he knows what is happening and feels a part of it. The ultimate decision makers can
so guide the initial discussions as to ensure that the exercise remains relevant to
their needs. A group of biologists left alone might produce a very interesting model
of a game population, but one irrelevant to the management of that species. The
presence of decision makers thus provides needed guidance in the early stages of
the program.

This workshop follows the general rules described in the orchestration chapter
(Chapter 4). The first days are concerned primarily with defining and bounding the
problem, selecting the variables, and designing the framework of the model. Unless
the core group is especially experienced, it is unlikely that they can have a rough
model operating by the end of this workshop. The important point is that they
have all the information and materials they will need to write the computer
program before the participants leave. The core group must have the model structure
defined for programming and must also have the estimates, however rough, of the
parameter values for this model. The subject matter specialists must leave the
meeting with a firm understanding of the data that are needed for further modifi-
cation and refinement of a model that can be responsive to the management questions.

Three critical steps must be completed by the end of the workshop. First, the
problem must be clearly defined — management actions, key variables, spatial
extent and resolution, and time horizon and resolution. This definition should
have led to at least a crude outline of a model. The core group will then use this
information to develop, modify, and refine the model. Second, the key data needs
must be defined, and preliminary research plans outlined by the specialists for the
coming field season. Finally, the person requesting the assessment must have been
so involved that he and the group are assured that the relevant information will
be obtained. The more he is involved interactively in this critical 2 to 3 days, the
more likely that this condition will be satisfied.
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April 15: Second Workshop (2-3 Days)

By this time, two months later, the core group has a version of the model running
on the computer. They have developed, as well, some altemnative policies to the one
proposed so that comparisons can be made. The specialists have obtained as much
information as possible from the literature and have formulated their final research
plans for the collection of the remaining data that are needed.

On the first day of this second workshop, the core group incorporates the
specialists’ data in the model and makes any necessary changes in the programming.
Much of the technical work is done before the workshop, the actual meeting time
being used to focus the activity and provide opportunity for communication. Once
the changes are made and the data are incorporated, the model is ready to run. The
workshop uses this running model to explore and test the suggested alternative
policies and scenarios. Again, it is most useful to have the policymaker or manager
present when policy options are being considered.

The last task of this workshop is to review each specialist’s plans for data collec-
tion, thoroughly analyzing them to assure that the data are truly needed. Emerging
from this meeting is a set of research plans for the specialists and a set of manage-
ment options to be considered and tested rigorously by the core group.

The core group then begins the tasks of simplification, invalidation, and evalu-
ation (see Chapters 6, 7 and 8). The model as it now stands is incomplete, since
some major changes can be expected as a result of the specialists’ field research,
but the core group should start the analysis now. New data can be added when
available, and in the meantime the analysis will help shape a better study.

September 15: Third Workshop (5 Days)

The first 2 days of this workshop are devoted to incorporating the revisions in data
and model structure from the past 5 months of research. Again, this need not all be
done within this workshop, as the core group will have begun this effort as data
became available from the specialists. The final 3 days of the workshop are set
aside for gaming with the model and evaluating alternative policies. A top policy
person should be involved during these sessions. He can see the types of results
generated and the direction that the final report will take.

The job of everyone involved for the remaining months of the year is com-
munication. The core group must complete evaluation runs, produce informaton
packages and graphs, and describe the likely outcome of options. Numerous dem-
onstrations of the model should be made for the higher level administrators, as
the final report constitutes only a part of the assessment output. The purpose of
the entire program is to affect decision making, and all of the creativity of the team
should be employed to that end.
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December 31: Final Report Handed In

With the report finished, the 1-year task is now complete. The above schedule is
fairly ambitious. As described, it involves 4 core group members and perhaps 15
specialists for 1 year. Frequently, these people would not work full time on this
one project: the core group might have 3 or 4 similar simultaneous projects, and
the specialists might devote half of their time or less to this project. Full-time
commitments might, however, be appropriate for the analysis of a very large power
generating station or transmission corridor, for example. For such projects the
specialists might have several assistants who do much of the field work.

Lessons from the Guri Study

Of the five case studies reported in Part II, that of the Guri hydroelectric develop-
ment (Chapter 14) comes closest to the intensive assessment scenario described
above. The purpose of the study was to compare alternative forestry and agriculture
practices in a $3 billion hydroelectric development, proposed for an undeveloped
region of Venezuela. It was not, however, meant to be a comprehensive environ-
mental study. The entire process of model building, evaluation, nomogram con-
struction, and report writing required one coordinator for a year and twelve other
participants for three months, full-time. This is considerably less than the 10- to
20-man-year program described above. No data collection was done in the field;
all data were available from government maps, the scientific literature, and other
commonly accessible forms of information. All computations were performed on
a Hewlett-Packard 2000 (32,000 words); computers of this capability are commonly
available in most cities around the world.

A SHORT-DURATION ASSESSMENT PROJECT

How can this workshop procedure be used if there are only 2 months instead of 12
to prepare the report? The first two workshops will have to be very close together,
and there will be no chance for serious data collection or extensive evaluation. We
have frequently been called upon to do a full assessment in 5 days, including model
construction, alternatives definition, and policy evaluation.

The Obergurgl study (Chapter 13) serves as a prototype for such a short-term
study. Its purpose was to examine the likely consequences of several options avail-
able for this high alpine region of Austria: zoning changes, building subsidy or
taxation, ski-lift construction. In a 5-day workshop a model was built, and the
alternative futures under the different options were examined. The results of this
exercise became a topic of major consideration in the region, and we believe they
made a significant impact on decision making. After a 1-day planning meeting,
a core group of 5 methodologists and 15 participants met for a 1-week workshop.
Some of these participants were specialists from the University of Innsbruck, some
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were regional government planners, and some were residents of the village itself.
After the workshop, one person spent 2 weeks writing a report on the results.
A PDP-11 computer (28,000-word memory) was used — again a computer of a
size commonly available throughout the world. The investment in time and money
was small, and the payoffs were great. This type of workshop could probably be
used in many short-term evaluation programs; some parallel examples are outlined
in Walters (1974).

Several important problems were defined and clarified by the Obergurgl model.
The initial concemns about environmental quality receded to minor significance. Of
more concern was the obvious inability of the village to maintain its current style of
life, which is associated with continued growth of the hotel industry. The land will
run out; subsidization, taxation, and zoning changes can only alter the date. When
the Obergurglers returned to their village after the workshop, they initiated a series
of public discussions about the future of the village. This period of discussion
reached a peak during a 1-day presentation in the village of the results of the model
by the modeling group. The need for a change in life style and expectations became
obvious to many of the villagers; the search for a solution began. The model could
not provide a solution, but the people can. They are now actively exploring means
of expanding the economic base to provide nonhotel employment, and more
important, the children who are now growing up are doing so with a better under-
standing of their future.

ENVIRONMENTAL MANAGEMENT

It is more difficult to prescribe a generalized sequence of steps for the process of
designing policies for management. In many assessment situations the institutional
authority, however narrow, is at least clear and undivided, and a useful sequence
can therefore be generalized. Most environmental management situations, however,
are much more complex. There is often a division of responsibilities for research
from those for policy design and management. In such instances, as a consequence,
the research often drifts from a focus on management and policy questions to a
focus on general scientific questions. And those developing policies find themselves
isolated from appropriate research information either because it was never obtained
or because it is hidden behind institutional barriers. Moreover, in many problems
of development or resource policy design a bewildering number of agencies seem
to have, or desire, some voice. Finally, policy design, more than environmental
assessment, must face the conflicting objectives of different governmental, industrial,
and public interest groups.

Because these problems and the cast of actors concerned will be different in
different situations, the best we can do now is attempt to identify the lessons we
have learmed from our various case studies. All our studies have contributed in-
sights, but the budworm (Chapter 11) and salmon (Chapter 12) work, having gone
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farther toward introducing concrete change within agencies, have been the major
learning experience. Both these case studies give the flavor of the institutional
complexity that faced us.

In the broadest sense, the steps described above for the assessment process still
apply. There is,however, greater explicit emphasis on designing a range of alternative
policies and on involving a larger variety of institutions, role players, and con-
stituencies in the actual design and evaluation. As a result it takes more time, more
flexibility, and more adaptive response to opportunities as they emerge.

The major conclusions drawn from our efforts to implement the process and
techniques within operating agencies follow:

1. Transfer of analysis, of the process, and of techniques means more than
mailing the computer codes and writing a report. It also requires a program of work-
shops and intense ‘‘user’” involvement so that the local scientists and managers
end up as the real and acknowledged experts. A measure of success is the extent
to which the original analysis group becomes less and less visible and the local
groups more and more visible as the program moves into implementation. The
initiators’ very strong and markedly parental inclinations to keep control too long
must be resisted, or transfer will fail.

2. Vigorous institutional support and protection is necessary but not sufficient;
the policy design approach can be transferred only to people, not to departments.
Respected local leadership of the program is essential.

3. The analysis must be made fully transparent and interactive. Hence extensive
use of graphic presentations (Chapter 9) and an interactive computer environment
are important to allow easy examination and modification of model assumptions.
Cooperating scientists and managers can therefore explore their own experience and
assumptions in the context of the models and so develop a critical understanding of
the strengths, weaknesses, and limitations of the analysis.

4. Communication of the results must go beyond the traditional written forms.
Modular slide-tape presentations describing the approach, the problem, and the
model can communicate the essential features vividly and rapidly without com-
promising content (Chapter 9). In the budworm study, for example, a 4-minute
motion picture of space—time dynamics under various management regimes better
revealed that behavior than any amount of static discussion and analysis.

5. A sequence of participatory workshops beginning with scientists, proceeding
to managers, and finally involving policymakers builds a foundation of confidence
and understanding. A “top-down’ sequence would, by contrast, force the technical
analysis group into a premature position of prominence, alienating local experts and
promoting little but suspicion.

6. The final —and perhaps the most restrictive — requirement of effective
transfer is time. The budworm policy analysis per se took less than 6 months; the
full program to implementation more than 3 years. Some of this time was spent in
the workshops described above and in Chapter 4, but much was an incubation
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period. A prerequisite for effective implementation seems to be time for the analysis
group to appreciate the real options and constraints, time for the local managers
and scientists to become truly conversant with new concepts, and time for the
policy people to credit the analysis group with relevant intent. In retrospect, we
doubt that the process could be rushed without fatally prejudicing the results
in one way or another. Successful implementation requires patience.

Responsible policy choices by the decision maker are based on understanding
and control of, not necessarily belief in, the technical analysis. If such under-
standing is not clearly communicated, if such control is not effectively transferred,
then mere technique surreptitiously replaces political judgment as a basis for public
policy decisions, with no accountability for the results. That would simply be the
promulgation of another undesirable myth — the one Lewis Mumford has called the
Myth of the Machine — in systems analytic disguise.



4 Orchestrating the Assessment

In Chapter 2 we discussed many characteristics of ecological systems that make
them particularly difficult to understand and manage. In addition, it has become
obvious in recent years that environmental management problems encompass
biological, economic, and sociological factors, and that these must all be con-
sidered when evaluating development plans or when assessing alternative resource
management options. The complex nature of environmental problems raises three
questions of special concem to the resource manager or impact assessment team:

® How can the problem be bounded or delimited so that it is tractable and
manageable?

® How can information and expertise that is scarce or widely dispersed best
be applied to the problem?

e Finally, once the analysis is done, how can the complex results or recommen-
dations be most effectively transferred to the decision makers and to the public?

CURRENT PRACTICE

Two major responses to the complex characteristics of environmental problems
have emerged recently: the formalization of environmental impact assessment pro-
cedures and the creation of large interdisciplinary teams to tackle resource manage-
ment problems. There is little argument about the need in assessment studies to
call upon expertise from a number of disciplines. In most cases it has been deemed
sufficient to establish a series of study tasks, or consulting contracts, with only
minor provision for coordination in administrative matters, data gathering, and
preparation of the final report. Statements are elicited from different specialists
about the probable impact of a given development or management decision on their
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particular area of concem. Thus, a wildlife biologist might be consulted about the
effects of a dam on big game animals, an economist about effects on recreation, a
hydrologist about water flows, and a fisheries biologist about effects on fish. How-
ever, this approach often omits consideration of cross-disciplinary interactions, such
as the effect of changing recreational demand on big game and fish populations
(Walters, 1974).

In contrast, the interdisciplinary team approach exemplified by many recent
research programs has attempted to promote communication among disciplines,
which was lacking in the first altemative. Computer models are usually the focus
of these team efforts, and because these teams involved many disciplines, the
models are usually large and complex. However, it is now believed that the original
goals of many of these team efforts were not met (Holcomb Research Institute,
1976; Mar, 1974; Mitchel et al., 1976; Watt, 1977). The research was not sig-
nificantly more integrated than in nonteam programs (Mitchell et al., 1976), and
models originally developed for research purposes were not necessarily appropriate
for decision making (Holcomb Research Institute, 1976; Peterman, 1977a). In
addition, the large number of people, large budgets ($1-2 million/year) and long
time frame for project completion (~ 5 years) created an environment where
studies within disciplines became bogged down in details irrelevant to the manage-
ment questions, where cross-disciplinary interactions were ignored, and where
group activities drifted off in different directions (Ford Foundation, 1974;
Holcomb Research Institute, 1976; and Mar, 1974). Moreover, the highly complex
models that resulted from these large team efforts often defied understanding by
either the modelers or the client decision makers (Lee, 1973; Holcomb Research
Institute, 1976).

Both the interdisciplinary team approach and the formalization of the environ-
mental assessment process were nobly motivated efforts, often expensive and
experimental because they were so new. It is the history of that experience, of
successes and of failures, that has led to a thread of tested concepts and techniques
that deserve broader application. The failures were both expected and necessary;
that is how we learn. Since the approaches have been admirably reviewed else-
where (Ackerman et al., 1974; Council on Environmental Quality, 1976; Dasmann
et al., 1973;Ford Foundation, 1974; Holcomb Research Institute, 1976; Lee, 1973;
Mar, 1974; Mitchell et al., 1976; O’Neill, 1975; Peterson, 1976; Schindler, 1976;
Watt, 1977), we will only comment that these failures appear to have been con-
sequences of inexperience in bridging the gaps between disciplines, data, techniques,
knowledge, institutions, and people.

WORKSHOPS, THE CORE OF ADAPTIVE ASSESSMENT

In contrast to the individual-discipline or large-team approaches to environmental
impact assessment and resource management, we have used an approach to bridging
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some of the above gaps that depends upon a small group of people that interacts
with a wider set of experts during a series of short-term, intensive workshops. Most
of our workshops have used the construction of a quantitative model as a focus for
discussion, but as we will demonstrate later, many benefits will arise from work-
shops even if other predictive methods are substituted. Both the process and the
product of these workshops are directly applicable to assessment and manage-
ment problems.

Involvement of small teams and short time spans in these workshops circumvents
the scientist’s natural tendency to break problems down into components, and
those components down into subcomponents, and so on. This tendency is a natural
response to complexity and is deliberately encouraged in disciplinary training,
especially in biology. But it is often not suitable for dealing with management
concems that are at a different level from those of the scientist (Mar, 1974) and
that are likely to lie between usual areas of disciplinary interest and training.
Instead, a small group of people working with a specific goal (model) in a well-
structured atmosphere over a short period of time has advantages. Participants are
forced to recognize that not all the components of biological or economic systems
are of equal importance and that judgments will have to be made about the relative
importance of the various pieces of the problem. Some details of workshops, such
as size of group and budget, have already been discussed in Chapter 3.

From experience in more than two dozen cases (e.g., Himamowa, 1975; Clark
et al., 1977; Walters, 1974; Walters and Peterman, 1974; Walters et al., 1974;
Part II of this volume), we have found that small teams interacting through modeling
workshops over a relatively short time can successfully carry out an assessment
while addressing the three issues raised at the beginning of this section. Watt (1977)
and Mitchell ez al.(1976) have also concluded that small teams are most productive.
However, success can be achieved only if appropriate people are involved at the
various stages of analysis. The main participants are disciplinary specialists;
methodologists who are familiar with techniques of analysis such as modeling;
and decision makers who will ultimately use the information that results from the
analysis.

There are obviously many environmental problems that cannot be solved without
long-term studies by large research teams. But it is pointless and wasteful to initiate
such studies without a clear and reliable strategy for insuring continued coordi-
nation and cooperation, particularly on issues that the individual specialists will
tend to avoid. We suggest that modeling workshops can help to provide a brain for
the body of the research team — they provide periodic reassessment and redirection.

We have used workshops in three ways during our studies of environmental
problems. First, workshops are an effective way to begin a problem analysis, that
is, to bring people together, to define the problem clearly, to examine existing data,
to formulate some initial predictive scheme, and to identify future steps in the
analysis. Second, workshops can form the backbone of a longer term, in-depth
analysis in which alternative models or predictions are made and alternative
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management or development schemes are evaluated. Finally, workshops are a useful
mode for transferring and implementing the results of the problem analysis to indi-
vidual clients or agencies that did not participate in the assessment. While we will
discuss the characteristics of all three types of workshops, we will concentrate on
the most critical of these, the workshop that begins the problem analysis.

THE INITIAL WORKSHOP
THE WORKSHOP MODEL

We have found that it is critical to have the development of some sort of model
predictions as an enunciated workshop objective. At this stage the model is not
viewed as an end in itself; indeed, its predictions are usually not very precise.
Rather, the model provides a focus for communication and a point of departure,
allowing objective discussions of the importance of various components. The
model is a device to promote objectivity and honesty. In interdisciplinary dis-
cussions that do not have such a focus, much time is wasted in general discussions
of what is “important.” When factors are brought into the open and quantified as
part of a larger model, their importance can be judged by all the workshop par-
ticipants. It should not come as a great surprise that many specialists find modeling
workshops exceedingly painful: many of the “important” factors always turn out
to be irrelevant for prediction.

Before describing the steps involved in a workshop, we must emphasize an
important idea about simulation models: they should never be more detailed than
is necessary to capture the essential behavior of the system being studied (see, for
example, the spruce budworm case study described in Chapter 11). There are two
reasons for this, one pragmatic and one technical. First, we wish the model to be as
understandable as possible; a complex model may end up being as unfathomable as
the real world and therefore unlikely to be understood by decision makers
(Ackerman et al., 1974; Holcomb Research Institute, 1976). Second, more detailed
models do not necessarily result in greater predictive power. In fact, more complex
models may be less reliable than simple ones (Lee, 1973; O’Neill, 1973): as one
includes more detail (variables) in a model, the number of explicit assumptions
made about interaction between those variables rises exponentially (imagine the
implied interaction matrix). Therefore, the probability of making a wrong and
critical assumption increases rapidly, and it has been found that the predictive
power of a model usually declines after some level of detail has been exceeded.
Unfortunately, there are no specific rules for how detailed a model should be; this
judgment usually is a result of experience and intuition. Finally, we have found
that breadth rather than depth is usually more appropriate for answering complex
management questions of the sort that concern us here. Rather than concentrating
on a few disciplines in great detail, models should include many disciplines (see also
Watt, 1977).
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From our experiences with models at many levels of detail, it is easy to look
back at the field of ecological modeling as it was in the early 1970s and point out
the difficulties inherent in the approach of building very large, detailed models
of complex ecosystems. But at the time this approach seemed the obvious path
to follow; computers were getting much bigger, faster, cheaper, and more accessible,
and more data were becoming available. We have now gone through that unfortu-
nate yet necessary phase in the development of ecological modeling that exactly
parallels the trials with large models in atmospheric, water and urban modeling
(Holcomb Research Institute, 1976; Lee, 1973). The approach we are proposing in
this book incorporates many of the lessons learned from that experience.

PROBLEM ANALYSIS

Let us review the general steps of problem analysis to illustrate what is done and
what the benefits are. First, an environmental problem arises, such as a proposed
dam in a valley rich in wildlife or the extension of territorial claims on the ocean to
200 miles. One of the first steps in problem analysis is to recognize the institutional
situation that governs the way decisions are made in the problem area at hand. It
is best to choose that level of analysis that most closely fits the needs of an easily
identifiable client (Mar, 1974). For example, it may make more sense to work on
problems on an entire watershed than on those of subsections within the watershed
if the planning commission or other decision-making body acts at the watershed
level. Generally, it is possible to identify several levels of decision making within
the client’s responsibility, from broad and long term (investment strategies, facilities
siting, and so on) to narrow and short term (construction tactics, remedial regu-
lations, and the like), corresponding to levels in the organizational hierarchy. The
problem analysis should state clearly which levels are to be addressed, and which
are to be taken as given constraints or minor issues to be resolved as they arise in
the field. However, as noted in the discussion of the myths of environmental
management and assessment in Chapter 1, one should be very careful to look for
impacts that may occur beyond jurisdictional boundaries.

Soon after the client and the problem have been defined, problem analysis
should start by involving a small group of people in an early workshop to build
an initial model. These people should include the required disciplinary specialists
and a few of the decision makers and methodologists. It is best to involve decision
makers at this point to ensure that management objectives are made clear and that
appropriate management variables are considered. Early involvement of a few
decision makers or administrators will also smooth the path for the specialists and
methodologists. An assessment program is doomed to failure if administrators are
not willing to invest sufficient people, facilities, money, and time in the project. To
increase the chances that such an investment and commitment will be made, the
decision makers should be given and should accept a role in shaping the course of
the analysis through participation in one or several early workshops. Moreover,
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higher level administrators, along with other participants, should be provided with
a series of payoffs during the course of evaluation (Holling and Chambers, 1973).
The problem analysis can often result in substantial reordering of research priorities
and identification of new data requirements, a benefit to researcher and admini-
strator alike.

The first workshop for the specialists, administrators, and methodologists can
take the form of one or two 3-5-day sessions whose goal is to produce a working
first-approximation model that can be used for testing alternative management or
development schemes. A common reaction to an early attempt to build a model is
the feeling that not enough data are available. However, we have found that if
useful data are ever going to be collected in a research program, some conceptual
models must exist to guide the collection. In an attempt to quantify those con-
ceptual models, the assumptions underlying them are brought out into the open
and appropriate test data are more clearly defined. Thus, with a modest amount of
basic survey information and knowledge of similar systems, the first workshop
can begin.

The key element of this first workshop, as well as of subsequent ones, is the
small core team, in our cases made up largely by people with some background in
both the methodology (simulation modeling) and some resource discipline. This
group integrates the information provided by specialists and managers. If and when
subsequent workshops are conducted to deepen and broaden the analysis, this
core group provides the continuity of experience needed to carry on the problem
analysis. For those readers that have little experience with workshops of this type,
we must emphasize that most of the art of conducting them is in dealing with
people, not in facility with techniques. Holling and Chambers (1973) and Walters
(1974) discuss some of the “people” lessons revealed through our own experiences,
but the best and quickest way to learn modes of successful operation of workshops
is to build a body of experience by conducting some. A full description of the steps
we have taken in first workshops, those devoted to initial problem analysis, follows.

THE WORKSHOP PROCESS

First, some management goals need to be defined; even for a development scheme
there must be some overall objective. Even if the decision makers present agree on
an objective, a wide range of alternative objectives should still be considered so
that the model can be responsive to possible future changes in objectives (Holling
and Clark, 1975). By a range of objectives, we mean goals as extreme and as simple
as maximizing economic return from a renewable resource versus preserving the
natural state of that resource. While no one of these goals would be realistic, to-
gether they would cover a wide enough range that any real objective would fall
somewhere within it (Clark et al., 1977). The importance of an early statement of
questions to be answered by the exercise cannot be overemphasized. As Brewer
(1975) points out, too many models have been built with unclear program goals,
resulting in too many inappropriate models.
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Next, it is necessary to identify the variables, or indicators, that the client
decision makers can use to judge how well alternative management actions meet
given objectives. These indicators are really performance measures, such as level
of employment, number of animals harvested, or kilowatts of electricity produced.
As a consequence of the identification of objectives and indicators, the problem
to be analyzed begins to be bounded. Further decisions have to be made con-
ceming the range of management actions to consider, the temporal horizon and
resolution, the spatial extent and resolution, and the ecosystem variables to be
included. For example, should a salmon fisheries model consider a set of manage-
ment actions ranging from building of enhancement (artificial propagation) facilities
down to specific controls on insurance against bad times? Should the model con-
sider only one small fishing area and the boat movements within it, or should it
consider the whole coast and movement of boats between areas? Should the model
explicitly consider all species of fish that potentially interact with salmon, or
should only the major salmon species be accounted for? These questions are of the
type that define the problem, and their answers are, in large part, determined by
the management needs established earlier. A detailed example of problem definition
in the spruce-budworm/forest-management case study can be found in Chapter 11.
This first step of defining or bounding the problem through indicator identification
is very critical; the rest of the analysis will in large part reflect decisions made at
this early stage. Too narrow a conceptualization of the problem can eliminate from
consideration a perfectly viable set of management options, or lead to predictions
that overlook some key management concern.

One of the main purposes of the workshop is to promote interdisciplinary
communication and to focus the scientist’s expertise on the real management
questions that the assessment is to address. To initiate communication, we have
found it effective to use a process we call “looking outward.” In the usual kind of
impact assessment or management design program, each specialist is asked to predict
how his own subsystem, such as the fish population or the vegetation, will behave.
His natural tendency is to devise a detailed conceptual or numerical model con-
sisting of many variables and relationships that reflect current scientific knowledge
within his discipline. However, this conceptual model is usually more complex than
is necessary to predict the behavior of a subsystem at the level of management
indicators. Worse, each narrow conceptual model usually does not consider import-
ant links with other subsystems. In the “looking outward” approach we simply
reverse the standard question asked of the specialist. Instead of asking ‘‘what is
important to describe your subsystem X?” we ask “what do you need to know
about all the other subsystems in order to predict how your subsystem X will
behave?”” Thus, the specialist is asked to look outward at the kinds of inputs that
affect his subsystem.

After each subsystem has been subjected to this questioning process, each
specialist possesses a list of “output” variables whose dynamics he has to describe
so that these variables can serve as inputs to other disciplines. These cross-transfer
variables that link the subsystems are essential in describing a picture of the overall
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system dynamics, and the modeling of each subsysiem can be greatly simplified
when the desired outputs from the subsystems are known precisely. For example,
it may not be necessary to calculate changes in ten different classes of vegetation if
the animals that utilize the habitat only distinguish between two classes of veg-
etation. Only after cross-transfer variables and variables needed to calculate manage-
ment indicators are established should the specialist be permitted to add other
variables that are of interest only to him.

The “looking outward” process, which is a modification of interaction matrix
methods such as the Leopold matrix, is normally done by setting up an interaction
table in which the system variables (deer population size, vegetation type and
abundance, water level, and so on) are listed both down one side of the table
and across the top. Then one asks for each element in the table, “Does the variable
on the left in this row affect the variable in this column? If so, how?” In this way,
cross-disciplinary information flows are identified. Systematic use of such an inter-
action table reduces the probability of leaving out some important interaction.
During the ‘“looking outward” process, there may be some disagreement about
what variables or interactions should be omitted. Often, a bit of simple calculation
can determine whether some detail is important to the final management indicators.
If a decision cannot be made, then the disputed variable or relation can be held for
later testing in the model as an alternative hypothesis to see if it makes any dif-
ference to predicted impacts (see Chapter 7).

Finally, some quantitative description needs to be made for each possible inter-
action identified in the ‘looking outward’ table. Small subgroups of specialists can
do this in a relatively short time by drawing upon existing information. Compared
to the initial bounding and conceptualization steps, this step is generally surprisingly
easy.

Finally, at the end of the first workshop, as submodels are quantified and inter-
faced, some validation and evaluation of management alternatives can be begun.
This evaluation is the workshop product that is of most relevance to assessment
(see Chapter 7 and 8).

BENEFITS

A number of benefits usually are realized from the first few steps of the workshop.
Gaps in existing information are exposed, so future data collection programs, which
are a major part of any assessment, can be more efficiently designed. The specialists
get a better feeling for how their subsystem fits into the total system, and they gain
an appreciation of the management questions. Similarly, managers learn of the im-
portance of the various subsystems within the total management system. The need
to clarify management goals and performance criteria is also established. Note that
these benefits emerge even before a working model is produced and persist even if
no credible model is built. Thus, this initial workshop can be valuable almost
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regardless of which predictive method is being used, and even if the time constraints
on problem analysis are such that the first workshop is the only workshop. In such
a case, which unfortunately occurs too often, the resulting model is probably the
best synthesis of data and knowledge that can be produced over a short period.
We therefore see a role for this first, intensive workshop both as a mechanism for
making first-cut predictions that will then point the way for future study and as
a means of making ‘“best guess” predictions under severe time constraints. In
addition, because of its nature and form, the workshop is an effective way to use
scarce resources efficiently, be they data or people.

Because the process of putting together almost any kind of model, but par-
ticularly a quantitative one, results in recognition of new data needs, an assessment
program or problem analysis can benefit significantly from a data-gathering pro-
gram that is intimately tied to the modeling program. Often masses of data gathered
before the synthesis begins turn out to be superfluous or irrelevant. It is for this
reason that we suggest that modeling is more useful when it is done early in a
program instead of as a final synthesis.

STEPS IN THE FIRST WORKSHOP

After holding several of these workshops, we have been able to compress all of the
above steps into an intensive 5-day session. In this section we describe the sequence
of steps by assuming that they will occur over 5 days, but we fully expect that
initial workshop attempts by readers may stretch over two weeks or more. Never-
theless, the order and relative length of the steps should still be the same.

The first day is devoted to clarification of the problem, conceptualization, and
definition of indicators and state variables. During the second day, interactions be-
tween variables are generally listed, and responsibilities of subgroups (those dealing
with particular sections of the overall system) are laid out. Then four or five sub-
groups begin to define the interactions that need to be considered and data (which
participants have brought with them) are applied in these submodels. On the third
day, subgroup meetings continue, and subgroup coordinators begin to program and
test submodels. Late on the fourth day the submodels, with luck, can be integrated.
Serious debugging, validation, and policy evaluation can begin on the last day.
Clearly, a special kind of leader is needed for such workshops. He must be someone
with broad perspective on the problem, who is willing to make bold assumptions
and move onward when proceedings bog down and who can channel trivial argu-
ments into useful directions. Except for this individual, requirements for expertise
and facilities for such an undertaking are not great, as was discussed in Chapter 3.

Two logistical details help to make workshops successful. First, they should be
held at a neutral location where everyone is removed from his normal responsi-
bilities and other distractions. Second, it is important that participants have the
opportunity to run through some of the analyses themselves. For example, com-
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puter terminals that permit individuals to ask “what happens if . . .” questions of
the model can be extremely beneficial in making model assumptions and limitations
clear, in suggesting further refinements, and in revising performance criteria. Only
modest investment in computer software and hardware is needed to create this
important “hands-on” gaming capability (see Chapter 3 again).

SECOND-PHASE WORKSHOPS

The kind of workshop just described serves to start a problem analysis. The resulting
model is clearly incomplete, and further efforts may be required to clarify data
needs. The next phase of analysis can involve additional workshops, the number
depending on the problem being studied. These workshops aim to revise the model
and define new information needs, particularly as new data become available. In
some cases a credible process of evaluation can be completed with only two work-
shops, held several months apart; other cases may require a series of workshops
that are held over a year or two. The same mix of people, though not necessarily
the same individuals, should participate in these later workshops: methodologists,
specialists, and decision makers. The time between workshops is spent in data
collection, model testing, and evaluation of management policies (Chapters 7 and
8), the last two activities largely being carried out by the small core team.

Again, the second phase of workshops can be equally valuable, whether par-
ticipants are operating in an active, integrated policy design mode or making a
relatively independent assessment of proposed policies. The value derives from the
more careful focusing on critical issues, data needs, and questions. Some of these
second-phase workshops were illustrated in Chapter 3.

TRANSFER WORKSHOPS

Finally, as the analysis or assessment nears completion, the phase of transfer to
the contracting agency or other clients who were not involved during problem
analysis begins. Here again workshops have proved valuable (Gross et al., 1973;
Clark et al., 1977; Peterman, 1977a) in both an impact assessment setting and a
resource management program. When the model is used as a focus for discussion,
the assumptions underlying the analysis are clarified and the “client” decision
makers can ask various questions of the model through interactive gaming. This
so-called ‘“‘implementation” phase is quite critical; without a smooth transition,
even the best analyses are incomplete. Thus, attention must be given to the best
ways of communicating the information. Chapter 9, on communication, illustrates
some of the most effective ways we have found to transfer information.



5 Choosing a Technique

There are a great many analytic techniques and modeling styles, and the environ-
mental assessment team must choose among them. The choice is important: the
factors considered, the scope of the evaluation, and the eventual credibility and
usefulness of the effort are tied closely to the techniques chosen. However, the
choice is not immutable. Adaptive modeling contributes to adaptive assessment
and management, and therefore we expect that the number and nature of tech-
niques employed and of models constructed will grow, evolve, and shift as the
analysis progresses and as understanding emerges.

Many of the chapters in this book call for the comparison of alternatives:
alternative objectives, alternative developments, alternative models. Equally,
alternative analytical and predictive techniques should be mobilized — each chosen
for its usefulness and appropriateness for some particular aspect of the study. In
this chapter we shall offer our views of the strengths and weaknesses of several of
the techniques that we have utilized in our own environmental assessment and
resource management problems.

The choice of technique follows from the nature of the problem at hand. The
scope of that problem demands a complementary capacity in the tools used to
address it. At the same time, however, the limitations of available data and infor-
mation constrain and modify the selection of techniques and the means by which
the assessment proceeds. All too often, it is the technique that grabs the lead,
and the problem is then bent and redefined to suit. Every analyst or consultant
has his favorite methods for solving problems, and it is only natural for him to
advocate their use. The authors of this book lean heavily toward simulation model-
ing, but we feel it very important to maintain as much breadth and flexibility in
our methods as possible in order to be responsive to a wide range of environmental
and management problems.

To emphasize the importance of putting the nature of the problem ahead of
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technique, we first compare and classify nine of the major case study problems
with which one or more of us has been involved. Some of these are described in
detail as the supporting case studies of this book (Part I1I). Other problems are
introduced here to enlarge the present discussion.

These nine problems cover three broad types of environmental concern. The
first type of problem concentrates on the social and economic system and focuses
on the dynamics of human behavior and associated economic causes and effects.
For the most part ecological phenomena are not treated explicitly but are handled
by transforming the socioeconomic variables into indicators of environmental
effects. The problems of this type that we consider here are

Obergurgl. A study of land use development in a high-alpine Austrian village.
The conflict between resort development and farming in the face of an expanding
population is a central issue (see Chapter 13).

GIRLS (Gulf Islands Recreational Land Simulator). A study of land use and
development in the Gulf Islands of western Canada. A strong emphasis is placed
on the effects of speculation and perceived quality on the real estate market
(Chambers, 1971 ; Holling, 1969).

Georgia Strait. A study of the interaction and conflicts between recreational
sport fishing and the commercial harvest of salmon in British Columbia’s Strait of
Georgia.

The second type of problem concerns large-scale resource development projects.
These problems call for an exploration of the dynamics of the environmental
changes that will result from extensive interventions. Typically, many biological
species and habitats are considered, but the socioeconomic system is not treated in
depth. Problems of this type include

James Bay. A study of a large (440,000 km?) hydroelectric development in
the Canadian subarctic. Wildlife preservation and native Indian welfare are two
major facets considered (Walters, 1974; Munn, 1975).

Guri. A study of an extensive regional development program in connection
with a hydroelectric project in the Orinoco River basin in Venezuela (see Chapter
14).

Oil Shale. A study of the impact of oil-shale mining and exploitation on wild-
life communities in the western United States (see Chapter 15).

The third type of environmental management problem concerns the population
dynamics of a few species. Typically, only the dominant species of interest and its
immediate prey and predators are considered. This is true whether the central
population is a harvestable resource, a pest, or an endangered species. The dynamics
of the socioeconomic system in which the biology is embedded are not treated
explicitly: rather, the ecological variables are translated into the appropriate social
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and economic indicators for management decisions. We consider in this chapter
the following three studies as problems of this third type:

Budworm. A study of forest management in the face of a major insect pest,
the spruce budworm. This study focuses on the design of ecological policies for
the Canadian province of New Brunswick (see Chapter 11).

Caribou. A study of the population dynamics of caribou herds in northern
Canada (Walters et al., 1975).

Capybara. A study of the capybara, a large and commercially important
rodent, in Venezuela.

These nine sample problems of resource management and environmental assess-
ment are also useful because they represent a broad range of variation in many
characteristics besides the three problem types under which they were presented.
In the next section we develop a classification scheme to organize our perceptions
of the important aspects of any problem. We propose three broad measures that,
for all our case studies, characterize the challenges to, and opportunities for,
creative and adaptive management. If we think of these as three axes of a graph, it
is possible to locate the nine case studies, and others, on the graph (see Figure 5.1).
The three axes of this problem classification scheme are

® The common, though usually subjective, measure of problem complexity.
This complexity comes from several sources, which we describe in the next section.

® The amount and quality of date available. Of course, the amount of relevant
and usable data may be a small fraction of the total.

® The degree of conceptual understanding we have of the inner workings of the
system in question. This understanding reflects our ability to identify and analyze
the causal relationships of the principal ecological and social processes involved.

When we organize our perceptions of a problem’s characteristics along the three
axes of this classification scheme, we are in fact characterizing the model that will
be used to analyze the problem. The way that the model is conceived and con-
structed depends on whether the problem is complex or simple, has many or few
data, or involves processes of which there is considerable or little background
understanding. How the model, or other analytic technique, relates to the problem
will be clearer after we locate the nine sample case studies according to the classi-
fication criteria and then consider what modeling technique was used in each of
these cases.

In the third section of this chapter we move from a general classification of the
whole problem along the three axes — complexity, data, and understanding — and
begin to consider how the problem analysis can be addressed with the analytic tech-
niques available. Operationally, of course, headway can best be made by dealing
with submodels of individual ecological or social processes, rather than by treating
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the entire problem in one lump. Each of these constituent processes will have its
own location along the complexity, data, and understanding axes and thus will
have its own requirements for analytic technique.

The various mathematical assessment and analysis techniques can be thought
of as sitting on a continuum that stretches from highly qualitative to highly quanti-
tative. On the qualitative end would be such non-numeric procedures as species
checklists and cross-impact matrices, while on the quantitative end we place de-
tailed simulation models and other more analytic procedures, such as formal
optimization methods.

When we examined the mathematical techniques we have used, we found we had
no modeling techniques that could address incompletely specified problems —
systems that had few available data and that were poorly understood. One candi-
date technique for filling this gap we call “qualitative simulation.” In the fourth
section of this chapter we describe a modest effort to explore the effectiveness of
such qualitative simulations when applied to problems with various amounts of
data. This exploration served primarily as self-education, and we present as its
principal product a list of the major lessons learned.

COMPLEXITY, DATA, AND UNDERSTANDING

The classification presented in this section highlights some of the sources of com-
plexity in a problem analysis and points to ways to minimize and organize that
complexity. Additionally, much attention is given to the distinction between
quantities of data and extent of understanding. These two are often confused and
interchanged. However, the type of analysis employed is very much affected by the
mix of these aspects. Specifically, we show that one can proceed farther than is
normally thought possible in the face of meager data by mobilizing available in-
sight into the system’s constituent processes. As an illustration we shall take one of
the case studies and examine some of its processes and how they are analyzed from
the viewpoint of this classification.

COMPLEXITY

Complexity is a relative concept at best, and in the world of modeling it has been
used to mean so many different things that it no longer conveys much information.
We can explicitly list some of the attributes contributing to complexity, but
whether the whole model is called simple or complex remains a matter of opinion.

A quantitative measure of complexity has several parts. Perhaps the most
obvious is the number of variables required to describe adequately the dynamic
conditions of our system at any moment. Typical variables used in our models
include the number of spawning salmon, the flow rate of a river, or the fraction of
available capital that Obergurglers hold in their savings accounts. In the budworm
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case study one variable is the number of insects, two other variables keep track
of the amount and condition of the foliage, another represents the weather, and
seventy-five variables account for the number of trees in seventy-five single-year
age classes. We view a model with 79 variables as modestly large, but, in this case,
the fact that 75 of these variables have nearly equivalent functions somewhat
reduces the effective complexity.

Most environmental and ecological problems are not contained in a single
location, and it is often necessary to disaggregate a model into several spatial areas.
In hydroelectric developments, large areas are involved, and separate impoundments
must often be treated as explicit units; the Obergurgl village/farm/ski-resort region
is subdivided into ten spatial units. In the budworm study the tremendous dispersal
capabilities of the moth and the operational needs of the forest managers require
modeling 265 separate land areas. When the 79 variables from one area are repli-
cated 265 times, we suddenly have 20,935 state variables! Spatial disaggregation
results in an explosive increase in the state variable count.

A third component of model complexity is the number of different management
acts being considered. These acts represent the interface between man’s intended
activities and the subsequent alterations in the environment. Again in a hydro-
electric development, the construction of a dam of a certain size at a certain place
in the watershed is an act. Complexity arises when the variety of ways to design
a network of dams and the variety of possible construction sequences are con-
sidered. In the budworm study the available acts are ‘“‘cut trees, plant trees, or kill
insects.”” Even here, however, one must ask: Cut trees of what age? Kill budworm
at what life stage and at what time in their outbreak cycle?

Acts are man’s inputs to the system, and various social, economic, and environ-
mental indicators are the outputs. These output indicators are a fourth component
contributing to model complexity. The natural system may operate according to
state variables, but the people who are concerned with, or who manage, resource
and environmental problems respond to other measures of performance. Winter
tourists in Obergurgl may respond to crowded ski slopes, while those who come in
summer may object to roads, clearings, and pylons obscuring the alpine vistas. A
small sample of the indicators generated for the budworm study is given in Table
8.1 of Chapter 8. These include the costs and profits to the logging industry, the
volume of wood “‘in reserve” as young trees, and the number of high-quality re-
creational areas.

A final component of complexity concerns the way time is handled in the
model. Often a simple, uniform time step is adequate. During one time period (a
year, say) all current variable values interact to create new values for the next time
period. In the budworm study we had the happy congruence of a once-a-year insect
generation and a yearly management operating period. In other cases processes
operate on different time scales, time lags between events occur, or the dynamics
of some variable depend conditionally on variable values from previous time
periods. Such mixed-time-period dynamics contribute to a model’s complexity.
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TABLE 5.1. Components of Complexity for Nine Sample Environmental Case
Studies

Number of Number of Number of Extent of

State Spatial Manage- Socioeconomic Time

Case Study Variables Units ment Acts Impacts Considered Resolution
Obergurgl Many Few Moderate High Simple
GIRLS Many Few Many Moderate Simple
Georgia Strait Moderate Very few Few Moderate Simple
James Bay Many Moderate Many High Simple
Guri Few Moderate Few High Complex
Oil shale Very many Very many Many Moderate Simple
Budworm Many Many Few Moderate Simple
Caribou Few Very few Few Low Simple
Capybara Few Very few Few Low Moderate

These five components start to describe complexity, even if they do not define
it. The important point to remember is that the total complexity is not the sum of
these components, but rather the product. The benefits of parsimony at any stage
are multiplied in the final product. Even so, the final working management model
may still be too complex to allow useful interpretation. If the model appears to
be nearly as complex as the real world, it will be difficult to achieve creative assess-
ment and management. In the next chapter we describe some steps to cut through
the remaining complexity of the working model and to reach a level of simplifi-
cation for improved understanding and interpretation.

To make this discussion of complexity more concrete, in Table 5.1 we subjec-
tively score our nine sample problems for each of the five components. These nine
particular case problems were selected to illustrate a wide range of variation among
these components of complexity. The Obergurgl, Guri, oil shale, and budworm
studies are documented in Part II; the others can be visualized in relation to these.
The numbers of state variables and spatial units are not given precisely because the
model may exist in several adaptive versions of different size, the number of state
variables may differ between spatial units, or the spatial disaggregation can be
changed by the model user. From this table we see that Capybara and Georgia
Strait are the least complex while Qil Shale, Budworm, and James Bay are the most
complex.

DATA

The second axis of our problem classification scheme represents the amount of data
that can be brought to bear on the problem. Some data are required for the calcu-
lation of the parameters in the descriptive functions of the model. Assignment of
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numbers to these parameters is what actually makes a model quantitative. Some
data are needed for invalidation — the process of establishing a “degree of belief” in
a model. This is done through an active search for comparisons of model and real-
world behavior that show where the model is wrong, not where it is right (Chapter
7). Ordinarily, the time behavior of only a few of the state variables is known. Be-
cause the duration of a dynamic system depends on its starting conditions — differ-
ent starting conditions lead to different outcomes — we need data that give a com-
plete description of all variables at some specific moment. Without this, any direct
comparison between real and simulated history is hampered by an extra burden of
ambiguity.

The data need not all have been procured as part of the resource development
program. Many usable data, for example, may have been gathered incidentally or
may concern similar situations.

Sheer volume of data is not necessarily helpful in and of itself. Too many of the
data normally collected prove to be utterly useless for constructing a management
model, even when the data are scientifically sound. What science and scientists em-
phasize often bears little relation to what is needed for establishing environmental
policy. And even research that is undertaken for management will surely end up
with information missing if the research is not organized with at least a hypotheti-
cal management model in mind. It is for this reason that we advocate model-build-
ing workshops at the very early stages of a project. The benefits in organizing the
research and identifying problems that would have been overlooked make the
effort worthwhile.

The models associated with the nine case examples in Table 5.1 were built from
a wide range of data bases. One reason that the budworm was selected as a case
study for the development of ecological policy design techniques was its rich re-
search foundation — both intensive and extensive. Few ecological systems have
been studied as much. Detailed life history studies of budworm had been made;
significant information was available about such biological processes as parasitism,
reproduction, the effects of foliage condition on survival of trees and budworm,
and the effects of insecticides on the target species. Additionally, population esti-
mates had been made for over 25 years at many locations in a 50,000 km? area.

For the oil shale problem, a broad range of data was available, most of which
were not as statistically sound as those available for the budworm study. There was
some information on many species but very little information on the relationship
between species and between other ecological factors. In Obergurgl a surprisingly
large amount of data could be extracted from the village records: birth and death
records were used to build a very reliable demographic model; other records es-
tablished patterns between economic profiles of groups and investments in savings
accounts and hotel construction. For Guri, on the other hand, there were virtually
no data other than those pertaining to the strict engineering specifications and basic
hydrology.



64
UNDERSTANDING

On the final axis of our classification scheme is the extent of basic understanding
we have of the processes that underlie the behavior of the systems. This infor-
mation can be derived from a growing literature of laboratory and field experiment-
al research: with it, we can know in advance the necessary and sufficient attributes
that characterize a particular process. Without this prior knowledge of form, we
would require a great many observations, over a range of variation, to establish a
functional representation. However, as soon as we know that a particular math-
ematical function will describe a process, the information requirements are sud-
denly reduced greatly. Now we need only estimate values for the few parameters
of that function. In some cases parameters will have a strict physical or biological
interpretation that makes their evaluation direct.

When faced with the problem of sending a spacecraft from the earth to the
moon, the “managers” know and use the equation describing gravitation and other
well-developed laws of physics. Parameters must still be set, such as the mass and
location of the moon and the configuration of the craft, but these are specific
parameters for known functional relationships. Here, the known and understood
processes of gravitation and thrust reaction are the core of the controlling “manage-
ment model.”

Many ecological problems can be treated in an analogous fashion. Rather than
using arbitrary relationships between variables — such as those provided by statisti-
cal regressions — we can mobilize a substantial body of theoretical and experiment-
al work and place the representations of relationships on a firmer foundation.
Predation is one ecological process that is particularly well documented. It is now
possible to take a predation equation “off the shelf” and use it in a model. An
example of this is discussed later in this chapter and in Chapter 11, on the bud-
worm case study.

Of the nine case examples, Budworm and Caribou had the most supporting
knowledge of the constituent processes. Human social phenomena as found in the
Obergurgl and GIRLS studies were not so well understood, and in the oil shale
problem there was insufficient knowledge, even of which variables were connected
to which, so that the potential of using process understanding could not be realized.

CLASSIFYING OUR EXAMPLES

We can make a loose, subjective placement of our nine examples within the di-
mensions of complexity, data, and understanding (Figure 5.1). The variation among
these nine studies is evident in the figure. The models and other analytic procedures
applied to each of these studies can in some measure be determined by the location
of the study in this figure. The nature of the problem — whether it is a socio-
economic question, a resource development project, or a population dynamics
problem — does not influence the style of analysis nearly as much as does its
location in this classification.
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FIGURE 5.1 The location of nine sample case studies of environmental assess-
ment and management in a problem classification scheme measuring degree of com-
plexity, amount of available data, and degree of background conceptual under-
standing. The case studies are OB: Obergurgl; GI: GIRLS; GS: Georgia Strait; JB:
James Bay; GU: Guri; OS: Oil Shale; BW: Budworm; CB: Caribou; CP: Capybara.

For example, the oil shale problem is isolated in the highcomplexity/high-data/
low-understanding corner of Figure 5.1. This problem was also treated very differ-
ently from the others (as can be seen in Chapter 15). The budworm study is also
at the periphery of this constellation, being rated high for each of the three mea-
sures; this accounts to some extent for the relatively advanced development of the
budworm case study. It also accounts for the ubiquitous appearance of the bud-
worm to illustrate points in this book. A larger number of lessons have been learned
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through the challenges and opportunities afforded by the available data, the prior
understanding, and the inherent complexity of this system.

Clearly, any management problem has some parts for which there are sufficient
data and others for which there are not; some parts whose processes we know from
other sources and some not; and some parts that can adequately be described by a
simple function and others that require more elaborate mathematics. It is precisely
this that had led us to utilize simulation modeling as a technique for assessment and
analysis. With simulation models we have the flexibility to program a wide variety
of functions and relationships and thus make full use of the knowledge we do have.
Simulation model construction also helps us identify those areas where information
is scarce and needed.

Placing an entire model on a chart such as Figure 5.1 requires subjective aggre-
gation of all the parts — the strong with the weak. In the following section we shall
look in more detail at the parts of one of these studies — the budworm study — to
see how their location in this classification affects the way they were treated.

MODELING THE PROCESSES

An effective management model requires an explicit causal structure in its formu-
lation. The quest for realism, however, should not lead to the inclusion of ex-
cessive detail. The challenge is to restrict what is included to the minimum, while
still retaining an accurate and “workable” representation of the key phenomena.

A model that accurately describes the ultimate behavior of the variables is not
enough. Almost any arbitrary model, given enough parameters to tune, can be made
to match a set of historical observations. This is, of course, the essence of re-
gression-type models and other forms of analysis whose structure is determined
not by the problem but by extrinsic motivations — such as the desire for math-
ematical tractability. Any useful environmental or resource management model
must be able to respond to unique changes and unprecedented perturbations that
alter the system’s conditions. New management acts will cause the system to move
into new regimes of behavior; the model, to be useful, should be responsive to these
same shifts. If the model has an appropriate causal structure, it will respond to
these new conditions more faithfully.

There will always be some uncertainty about a model’s flexibility in responding
to novel conditions. Whole new mechanisms may enter the picture, or elements
that were excluded from the original model may become important in unexpected
ways. But this will always be the case, no matter what form the analysis takes. If
the model has a logical causal structure, new items can be easily incorporated as
they are discovered. This is an important aspect that makes the modeling procedure
part of the entire adaptive process.

The most direct way we have found for ensuring a causal model structure is to
focus on the level of the constituent processes. These are the operating subdivisions
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that link the variables of a system. Looking at processes also has the advantage
of capitalizing on generality — because processes extend across many situations,
we can draw upon the knowledge and understanding gained from other cases and
other research.

The examples of processes in this chapter are primarily ecological and are
illustrated by the budworm. However, the other cases are formulated in a similar
manner. In Obergurgl there is a market process relating tourist demand to hotel
and ski-lift construction, as well as an inverse process relating existing facilities
to demand. Hydrological developments such as James Bay and Guri involve such
processes as stream scouring and erosion. The Georgia Strait study must consider
how the commercial catch affects fleet investment, as well as the effect of angling
success on sport fishing activity.

Ecological processes include such things as growth, reproduction, competition,
predation, and natural selection. Such “natural” processes exist across a very wide
variety of situations. The ecological processes are very like those that a meteorol-
ogist would list: advection, convection, evaporation, and the like. The analogy is
worth pursuing, for the meteorologist seeking to explain or predict a given pattern
of weather does not start each study de novo. Rather, he makes extensive use of the
discipline’s existing stock of well-tested process theories, parameterizing and com-
bining them in modular fashion as each specific situation demands. The individual
modules provide an a priori structure for interpretation of the data, can often be
individually tested, and inevitably highlight the weak or missing aspects of the
analysis.

THE BUDWORM PROCESSES

The major processes in the biological phase of the budworm study are shown in
Figure 5.2. These processes represent the important phenomena that affect bud-
worm population growth, forest development, and the interaction of the two.
Details of these processes can be found in Chapter 11 and in Yorque et al,, 1978).

In Figure 5.2, we locate the individual processes of this study upon the axes of
data availability and conceptual understanding. We do this to emphasize the range
of variation that is inherent in any environmental study. To develop a management
model, all the parts necessary for a holistic picture must be included. The scattering
of the parts on the data/understanding plane to a variety of challenges and ap-
proaches for any study. The axes of Figure 5.2 are in many ways complementary —
a low value on one can be compensated for by a high value on the other. Too often,
however, amount of data is assumed to equal amount of understanding. In tra-
ditional environmental assessment work and in some large ecological modeling pro-
jects, data acquisition becomes an end in itself, and there is too little creative ex-
ploitation of the existing background understanding.

The budworm processes Figure 5.2 span four distinct areas of the plane (I-IV in
the figure); and each area requires its own type of analysis. To address the corner
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FIGURE 5.2 The location of individual ecological processes from the budworm
study on the axes of amount of available data and degree of background conceptual
understanding.

with much data but little supporting understanding (I) we have available a whole
battery of techniques from statistical analysis. Though statistically fitted curves do
not “explain” (despite the misuse of that word in the context of statistical tests),
they can describe a relationship in a mathematical form that will at least allow the
analysis to continue. The more data and the broader the range of observations, the
more comprehensive will be the resulting submodel. But without a foundation
based on theoretical understanding, any extrapolation of this submodel to new
situations will be dangerous.

Masses of data have been collected on the relationship between a variety of
weather parameters and budworm survival rates. Missing from these data is infor-
mation concerning weather-induced shifts in insect “‘quality,” shifts that could lead
to selection of different “types” of individuals that would alter future generations
and the dynamics of the outbreak cycle. Also, without knowledge of the mech-
anisms that actually link weather with survival, we have little guidance for suggest-
ing policies of forest management that could alter the microclimate of this pest
species.

In the opposite corner of Figure 5.2 (I) we have few data but considerable con-
ceptual understanding. We have come to the conviction as a result of our case study
experience that much can be done when data are scarce but good backup know-
ledge of process exists. Predation in the budworm system provides an example. In
this particular case we are fortunate because predation has been well analyzed at
the level of process needed for the model. On the other hand, data are scarce be-
cause predation has it major impact when budworm are scarce; at low densities it is
very difficult to obtain meaningful samples.
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From our knowledge of predation we can specify in advance the mathematical
characteristics of the governing functions. Once we know this and have picked a
candidate function that meets the requirements, then even scattered data can be
applied to establish parameter values. In the budworm case we were able first to
classify the various bird predators into distinct parameter classes and then to estab-
lish for each class feasible maximum and minimum parameter values. The sensitivity
of the simulation model to this range of parameter values can easily be tested
through simulation runs, the emerging behavior being used as one criterion for
judging the importance of predation.

Along the diagonal region of Figure 5.2 (III and IV) specific data and under-
standing are more in balance. When both components are large, modeling and
analysis are straightforward. The difficulty comes when a process is modeled with
glorious sophistication simply because the information is available. In the budworm
example, enough was known to construct an elegant and detailed submodel of
parasitism. However, such an effort would have been out of keeping with the rest of
the model and in violation of our rule of parsimony. The result, in this case, was to
use only a single, simple equation that expressed rate of parasitism as a function of
budworm density.

Where there are fewer data and where the functional form is not known, it is
best to set up alternative testable hypotheses. In the case of dispersal, for example,
two extreme alternatives were taken. The first was that dispersal was a random
“diffusion™ process dictated by weather. At the other extreme was the hypothesis
that insect movement was highly clumped and directed. Again, sensitivity tests
were made with the model using the recorded spatial dynamics for comparison. In
this case the choice between alternatives depended on field data on the overall
system behavior. If such field data are not available, then we have identified a
research priority. (But note that in highly periodic systems there are often quali-
tative data available on such things as frequency and amplitude under various
conditions.)

When there are few data and little understanding, the requirement for alternative
hypotheses becomes even more critical. Sensitivity tests must always be made to
check for important shifts in management effectiveness. Technicaily, there are no
“tricks” for modeling such processes other than ensuring logical soundness and
checking to be sure that the functions adopted have not introduced unwanted
mathematical artifacts into the computations.

CONCLUSIONS

From the predation, dispersal, and other examples we have concluded that one can
indeed go farther than usually thought with qualitative analyses of processes. When
we are able to use such analyses to complete a causally structured process model,
the results are superior to those obtained with any prepackaged modeling
“language” or externally imposed mathematical framework.
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A SPECTRUM OF TECHNIQUES

Our emphasis on causal relationships based on processes comes from our experience
with numerical simulation models. This same process orientation is also appropriate
for other “‘problem-solving” methodologies, such as dynamic programming and
other techniques of optimization. Unfortunately, the mathematical structure of
these techniques very often places severe constraints upon the way a model can be
expressed. At least with a simulation model you are free to “say it the way you
want to.” However, simulation is such an open forum that it is easy to say too
much — this is why we put such strong emphasis on parsimony. One successful
technique for reducing the problem to the bare-bones essentials is “looking out-
ward,” as practiced in the workshop setting (Chapter 4). These efforts help to
keep the resulting management model itself manageable. The next chapter dis-
cusses additional steps that can be taken to further simplify and gain understanding.

Simulation modeling, however, covers only a part of the spectrum of math-
ematical techniques available for environmental assessment and management. As
suggested earlier, we think of this spectrum as spanning a range from qualitative
to quantitative.

Techniques on the qualitative end, such as interaction matrices, rely on intuition
and deep understanding for useful projections of the environmental effects of
man’s proposed interventions. However, these techniques founder where there
are too many variables and relationships linking them, too many nonlinear processes,
or too many available actions and potential consequences. Basically, difficulties
arise when the problem becomes too big and complex or when its internal inter-
relationships differ radically from the rather simple form implicit in matrices.

On the other hand, numerical techniques, such as simulation models and
optimization procedures, rely on accurate identification of relevant variables and
the form of their interrelations, on data for parameterizing those relationships, and
on accurate descriptions of the available actions that can be taken. Unfortunately,
these models can fail through the mind-numbing barrage of complexity that some-
times appears to exceed that of the real world. Additionally, simulation models
built from a base of too few data and, more important, with too little understand-
ing, can lead one quickly and easily to false conclusions.

Within these two extremes, how do we steer a course toward a model that will
adequately address any particular management or assessment problem? Our bias
toward simulation is stressed throughout this book. Many other workers perform-
ing environmental assessments have extensively used and described a variety of
cross-impact techniques such as the Leopold matrix and its improved descendants.
Our own preconception was that such matrices were probably the best techniques
available when very little was known about a situation. Nevertheless, it seemed
unlikely that there would be much gain in understanding for improved manage-
ment — and that any gain might be deceptive because these methods were forma-
lized procedures.
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A question arose as we examined a growing range of environmental studies:
were there techniques available that would be appropriate for only partially de-
fined systems? We were thinking of situations where more was known than an im-
pact matrix could utilize but perhaps not enough to embark on a normal simulation
modeling effort. We thought that if such techniques did exist and were useful, they
would have particular merit in developing countries, where the call for development
and action is strong but the background of research is limited. We describe in the
next section some explorations we and our colleagues have made in response to
this question.

EXPLORATION OF QUALITATIVE TECHNIQUES

We were sure that there were ways to effectively analyze systems that possess in-
sufficient information to allow construction of a normal simulation model. Often,
all that is known is the major variables and how they interact qualitatively — when
A is large, B will decline. We realized that most environmental studies do not rely
on simulation models, but the techniques that are employed in these studies often
fail to utilize the information that is available.

In response to this perceived need, and to satisfy our own curiosity, we set out
to explore the possibilities offered by assessment techniques thay lay between
static impact matrices and more complete dynamic simulation models. We call these
intermediate methods “‘qualitative simulations™ because they are formulated on a
qualitative rather than numeric base, yet they dynamically project the implications
of their interactions into the future. We focused our explorations on the perform-
ance of qualitative modeling across a range of data quality and quantity in order
to determine if there was a useful matching of these methods to a certain level of
information.

These explorations took the form of a gaming exercise. We enlisted ourselves
and several of our colleagues in a series of mock environmental assessments. Pre-
liminary sets of data from a few of our well-developed case studies were given to
“assessment teams’’ who attacked them with one or more analytic methods. Others
who were very familiar with the case studies were the “judges,” comparing the
mock assessments with their own hindsight. The real evaluations, however, came
from the users’ own experiences of the advantages and disadvantages of each
technique. An ideal experimental design would use a number of test projects and
have several teams of experts analyze each one using a different assessment meth-
odology. We would then wait 10 to 50 years and see how well each methodology
predicted the impacts and why some techniques performed better than others.
In lieu of this ideal, we approached these explorations as a learning experience
for ourselves; consequently, the major product was a set of lessons and observations.
These are reported below.

One auxiliary feature of this exercise was its cross-cultural character. In all,
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about 50 people participated in this series of assessments over a 2 year period.
They came from groups in Venezuela, Argentina, and Canada, and they had
varying amounts of background skills, though most had been schooled in ecology.
We were surprised to find that there were no apparent differences in the groups’
ability to utilize various assessment techniques; there was also an unexpected
uniformity in their judgment of the relative strengths and weaknesses of the
methods,

Because this exploration was a mock exercise, and therefore somewhat arti-
ficial, we decided to “anchor” it to our previous experience and to the experience
of others who have undertaken environmental assessment. To accomplish this,
we subjected the data packages from the sample problems to assessment by
simulation modeling and by the Leopold matrix (Leopold et al., 1971) as well
as by “qualitative simulations.” Although the Leopold matrix is no longer widely
used in its original form, it is the precursor of many currently advocated techniques
and so was taken for the present purpose as representative of that class of methods.

The product of these explorations was a scorecard like that shown in Figure
5.3. A rating was placed in each box indicating how well each technique did at
each level of data quantity. The success of a technique consists of how well it
does at, among other things, accurately predicting impacts, adding to our under-
standing of and insight into the problem, and providing a means for guiding policy.
In keeping with our noncookbook style, we will not fill in Figure 5.3, but will
let the reader draw his own conclusions from the participants’ comments given
below and from his own experience.

We next briefly describe the techniques that were used in this exploration,
expand on the description of the assessment protocol, and present the lessons and
conclusions that we drew from this activity.

THE TECHNIQUES USED

The techniques used were qualitative modeling, the Leopold matrix, and simu-
lation modeling. Since this gaming exercise was primarily a reconnaissance into
qualitative modeling, we examined two different qualitative modeling techniques —
GSIM and KSIM. We describe both of these, plus the Leopold matrix, below;
simulation modeling has already been discussed thoroughly throughout the text.
More detailed descriptions of all four techniques can be found in Appendix A.

GSIM

GSIM is a qualitative modeling approach requiring the least information of the
four techniques evaluated in this exercise. The user need only specify the relevant
system variables and then decide whether the relationship between each pair of
variables is positive (an increase in 4 leads to an increase in B), negative (an in-
crease in A leads to a decrease in B), or zero (an increase in 4 does not directly
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FIGURE 5.3 A hypothetical scorecard for ranking three types of techniques given
three levels of available data. This matrix of combinations guided the exploration of
techniques described in the text.

affect B). The GSIM technique, readily implemented on a computer, evaluates the
dynamic implications of these specified relationships. If additional information is
available on the relative “importance” of the variables, this is easily incorporated
into the evaluation. The principal advantage of this approach is that it allows one to
consider the dynamics of the systems and the interactions among variables at an
information level too sparse to allow the construction of a standard simulation
model. Other advantages are the speed with which the user can structure the model
and the very low hardware requirements (a desk computer or even desk calculator
is sufficient). This kind of model can provide only rough qualitative trends of the
variables and cannot reliably handle situations sensitive to precise numerical bal-
ances of the variables.
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KSIM

KSIM is a qualitative simulation technique that begins with the same information
used by GSIM but also incorporates data on the relative magnitude of interaction
effects (a doubling of 4 leads to a halving of B and so on). The two basic assump-
tions behind KSIM are that everything has a potential maximum and minimum and
that if among factors of equal importance there are many that cause some variable to
increase but few that cause it to decrease, it will increase. KSIM allows some factors
to be more important than others and also allows factors to act, for example, more
strongly when they are near their maxima than when they are near their minima.
The technical details of KSIM are moderately complex, and readers desiring an in-
depth understanding should consult the technical description in Appendix A. KSIM
may be adapted to accommodate a great deal of quantitative detail, but it then
becomes more of a direct simulation than a qualitative technique. For this reason,
our tests of KSIM were restricted to a version that did not require quantitative
information.

Leopold Matrix

The Leopold matrix and its many variants utilize an impact table that lists a set of
possible actions (water diversions, road construction, and so on) down the side of
the table, and a set of potentially impacted indicators (water quality, wildlife
populations, and so on) across the top. The impact assessment team fills in the
appropriate boxes with its impression of the strength of each action’s impact on
each indicator as well as the importance of the impact, using a subjective scale of
1-10. The result of the Leopold matrix is a very large table describing the effect
of each action on each impact indicator. Matrices of this form are a common pre-
dictive technique used in environmental impact assessment in North America.

We use the original Leopold matrix here. Some of its defects have been elim-
inated through various modifications, but the general structure remains substan-
tially the same.

WHAT WE DID

Our initial belief was that the properties and capabilities of a technique should be
matched to the characteristics of a particular problem. In the present context, we
felt that the extent and detail of the data associated with a problem were the
most critical characteristics. We have stated above that background conceptual
understanding of the processes can compensate for missing data. Although we knew
how this compensation is made in a simulation model, it was not clear if either
the Leopold matrix or the qualitative models would have this flexibility. Hence no
effort was made to draw benefits from this conceptual understanding. It can be
accommodated easily only in a quantitative simulation environment and would
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unfairly bias the results toward numerical simulation. Therefore in these explora-
tions the only characteristic that was varied from trial to trial was the amount
and quality of the data available to the analysis and assessment team.

A group very familiar with one of the case studies was the “expert” during
this exploration of techniques. That group took all the material from the problem
and assembled three packages of data in a form that might be available to an
assessment team charged with analyzing such a problem and predicting the effects
of alternative management options. The lowest level data package consisted of only
a general description of the system and a minimum of quantitative information.
The highest level package was very detailed and included most of the relevant data
at the expert’s disposal. The third package was intermediate.

The experts also drew up a set of specific questions about the nature and be-
havior of possible impacts of developments specific to their particular case. The
experts, having been intimately involved with the study, knew the answers from
hindsight, and in retrospect felt that an environmental assessment team should have
been able to predict them.

These data packages and questions were given to other groups — the “assessment
teams” — who knew little or nothing about the particular case study. Each team
applied one or more of the four techniques, using one of the data packages, and
attempted to answer the management questions. As participants we found the
project exceptionally useful. As we explored the possibilities of these techniques
in various situations, we were frustrated, we were excited, we were angry, but above
all we learned a great deal. We attempt to convey the flavor of that experience in
the next section.

WHAT WE LEARNLD

One lesson of this experience confirmed our original bias: as we moved from poor
to good data, only numerical simulation models were able to use the additional data
effectively. The qualitative models did not have the capability in their intrinsic
structure to utilize numerical data. Indeed, when a group using such a technique
was given a set of good data, they often abandoned the qualitative techniques and
started doing numerical calculations with pencil and paper.

This exercise also crystallized our feelings about the Leopold matrix. Despite its
ubiquitous use, it is in no way a predictive technique. However, it was often a great
help in guiding intuition and as a check for overlooked relationships.

In the course of these explorations we were surprised to find that simulation
models often fared poorly, failing to answer some of the critical questions about
impacts properly. This failure of the assessment teams’ models was underscored
by the fact that a simulation model built for the original case studies had performed
so much better. We attribute this failure of the simulations to two factors.

First, there was a lack of time. This led to misinterpretation of data, logical
mistakes, and computer programming errors. But this can happen in any real
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TABLE 5.2. Advantages and Disadvantages of the Leopold Matrix

Disadvantages

Advantages

The 88 X 100 matrix is oriented toward
construction projects so, categories of
actions and characteristics incomplete
and not general

Categories too broad, cannot look at spec-
ific interactions for which information
is available

Gives false sense that all possible inter-
actions have been considered once the
matrix has been filled in

Not really a predictive technique - pre-
dictions based only on the user's in-
tuition and experience

Time and effort required large relative to
the technique’s value

User not forced to articulate assumptions

Cannot distinguish between rare and com-
mon interactions

Hard to separate ‘‘importance” from
“magnitude”

Rankings of interactions from 1 to 10
highly subjective

User not forced to define mechanisms
of the interactions

Cannot handle nonlinear impacts

Relations or interactions assumed constant
through time

Results cannot be summarized in a form
easily communicated to the decision
maker

No distinction between processes at dif-
ferent levels in the hierarchy of nat-
ural processes

Uncertainties cannot be included

Many actions and characteristics have dif-
ferent levels of resolution: some very
specific and others very general

Easy to use, no computer facilities needed

Promotes communication between discip-
lines

Relatively little hard data required

Useful as a check against other methods to
see if particular categories of actions or
system characteristics have been omitted

environmental study where deadlines loom and bugets are tight. Errors of these
types are always waiting in the wings. Practice, learning, and interactive model
construction help reduce these problems, but they never eliminate them. The
solution, to the extent that there is one, is to acknowledge the possibility of
errors, establish a “degree of belief” through invalidation, and design policies that

are robust to these technological difficulties.
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TABLE 5.3 Advantages and Disadvantages of GSIM

Disadvantages

Advantages

Cannot handle numerical effects or behavior
modes directly dependent on precise
numerical balances

Time units arbitrary

Because of sequential discrete structure,
only rough approximation to con-
tinous processes

Care necessary about the order of the

Handles very imprecise or qualitative data
without introducing too many un-
warranted assumptions

Only small computer facilities required

Easy to conceptualize, program, and under-
stand the causal determinants of the
response

Handles a large number of causal chains

variables in a causal chain, taking into
account whether the impact of some
variables upon others should be in
phase or out of phase

Handles multiple relations, feedback re-
lations, logical decisions (“IF” state-
ments), time-lags, simple nonlinearities,
threshold effects, discontinuities, etc.

Changes in variables assumed to be uni-
tary, so GSIM does not differentiate
among variables that change at num-
erically different rates

Forces the user to think about very basic
forms of causal connections in terms of
the user’s own conceptual background,
thereby reducing the probability of

Results sensitive to assignment of possible being caught in the details of the system

ranges of values of the variables Handles short-term, transient behavior as

well as long-term outcomes

The second factor that led to poor model performance was the modelers’ un-
familiarity with the underlying processes of the system being modeled. The model-
ers depended completely upon the data packages and did not have access to the
breadth of knowledge needed to supplement the always incomplete supply of data.
The mock assessments failed in this regard because we did not follow our own
recommended procedures — the models were built by modelers and not by a
workshop. A major reason for beginning with workshops is to bring together those
people who do have the breadth of familiarity to address the problem adequately.

What was learned by the participants while exploring these techniques is much
more important than any scoring and rating of them. We have collected their speci-
fic comments in Tables 5.2 through 5.5. Some comments could reasonably be
applied to other techniques; some reported advantages and disadvantages are mildly
contradictory. We make no attempt to resolve these contradictions but retain them
as part of the record to illustrate the need for flexible and adaptive attitudes toward
technique selection.

All these classes of technique have a role in environmental assessment and man-
agement. The Leopold matrix, or its descendants, are useful for screening but are
not intended to be predictive tools. Qualitative simulation models like GSIM and
KSIM provide an easy way to formulate a trial dynamic model and to experiment
with alternative policies but are of little help for detailed predictions. Numerical
simulation models provide the best prediction when the data are good and are still
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TABLE 5.4 Advantages and Disadvantages of KSIM

Disadvantages

Advantages

Behavior essentially logistic

Built-in assumptions not necessarily made
clear to the user

Arbitrary time scaling possibly confusing

Relations between variables assumed con-
stant through time

Difficult to assign values to relations in the
input interaction matrix, particularly
if observations on the real system are
of a *“process” type instead of time
series

All variables bounded between 0 and 1,
making it difficult to compare the
relative impact of each variable

Difficult to guess what initial conditions
should be assigned to variables (e.g.,
are 60,000 trout equal to 0.2 or 0.8
of the maximum number possible?)

Detailed information on processes often
cannot be used in the KSIM frame-
work

Graphic output can delude; gives false
sense of security in precision of pre-
dictions

Fails to allow measures of degree of belief
in data or assumptions to be reflected
in final results

Users often adjust values in input inter-
action matrix in order to give ‘‘reason-
able” output: i.e., data are adjusted
to fit preconceived notions of what
should happen — obviously not useful
in the context of environmental im-
pact assessment

Users cannot distinguish between pro-
cesses at different levels in the hierarchy
of natural processes

Computer facilities needed

Cannot include uncertainties

Relatively little knowledge about the mech-
anisms of interactions between variables
needed

Good at promoting interdisciplinary com-
munication and getting decision makers
involved

Helps to identify some variables and inter-
actions that should be investigated or
used later in a more detailed simulation

Helps to bound the problem, that is, limit
the variables to be considered

Good for a “quick and dirty” simulation

Graphic output a good way of commun-
icating impacts

Alternative management schemes can be
compared relatively easily by changing
values in the input matrix and rerunning
model

Handles large numbers of different kinds of
variables (physical, sociological, bio-
logical, etc.)

useful for guiding research when the data are poor. There is no reason why all
these techniques could not be used if the assessment process is to be adaptive.
The judgment of proper timing and mixing of techniques comes best from

experience.
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TABLE 5.5 Advantages and Disadvantages of Simulation Modeling

Disadvantages

Advantages

Requires computer facilities

Requires expertise and a fair amount
of time

Results may be too easily believed by
decision makers

Results are usually complex (if there are
many variables) and are therefore
difficult to communicate to decision
makers

Fails to allow measures of degree of

Promotes communication between disci-
plines

User forced 1o clarify assumptions and
causal mechanisms

Any form of relationships can be handled —
linear or nonlinear

Helps to identify key variables or relation-
ships that need to be investigated or are
sensitive

Can include uncertainties of various types

belief in data or in the assumptions

: Can easily compare alternative manage-
to be reflected in final results

ment schemes
Relations between variables usually

‘ Can use detailed information concerning
assumed constant through time

processes in the natural system

Graphics output a good way of communi-
cating impacts

Can utilize information about known pro-
cesses that have not been investigated
for the particular system of study but
that have some generality (e.g., preda-
tion, population growth).

We mentioned above that the simulation models built during this exercise dif-
fered from those originally constructed for the case studies. Although extenuating
circumstances rooted in the nature of these explorations contributed to these
differences, it still remains true that models of the same situation built by different
groups will not be the same. If they are not the same, then which is the right one?
Our answer, which should be easily anticipated by now, is that there is no *“‘right”
one. A model is only one piece of evidence that contributes to creative design
of environmental policy and assessment. An adaptive approach to technique se-
lection relies on alternative models emerging from alternative forms of analysis.
The broader the range of evidence, the better, it is to be hoped, will be the con-
clusions.

Many environmental decisions must be made now, and we hope they will be
made well. The developing countries should not be asked to stop resource develop-
ment simply because our predictive tools are not perfect and therefore we cannot
foresee and avoid all the unwanted consequences. The shortage of food and mat-
erial for the people of these countries is real, and doing nothing solves nothing.
Actions will not, and cannot, wait in the developed world either, where the press-
ures to develop are also real. On the other hand, the pendulum can swing too far
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the other way. All development should not go blindly ahead simply because we lack
the tools to confidently predict the bad effects.

We need to learn how to gain information as we proceed with management. We
need to choose an adaptive analysis that utilizes a variety of techniques so that in-
sight from one will help foster understanding of another. We need to learn how to
avoid irreversible decisions at the beginning, when data are being acquired. Above
all, we need creative methods for acknowledging uncertainty and progressing in the
face of it.



6 Simplification for Understanding

Complexity and simplicity each have a place in the adaptive analysis of environ-
mental problems. A model that adequately represents the real world will necessarily
contain some of the world’s complexity. Although we strongly advocate parsimony,
there is always a limit to the number of complications that can be removed from a
management model if reliability is to be maintained. Ecological behavior stems
directly from nonlinear dynamic linkages, time lags, and spatially heterogeneous
distributions — each of which promotes model complexity. A model that is too
simple will lack credibility, and one that fails to address a level of detail coincident
with management operations will not be usable.

Simplicity, on the other hand, permits comprehension —a prerequisite for
developing understanding and gaining insight. Simplified versions of the “working”
management model provide alternative perspectives and avenues of analysis that
foster innovative policy design. These same simplified versions are also useful for
making trial assessments of candidate environmental policies and for identifying
and investigating the system components that are sensitive to perturbations. Ad-
ditionally, effective communication between analysts, managers, and the public
depends on concise, unencumbered, but accurate formats that are easily developed
from a formal process of simplification.

An adaptive approach to environmental problems avoids choosing a single level
of complexity. Rather, it deliberately seeks to meet the requirements of reliable
representation and credibility by using an adequate degree of realistic complexity.
The adaptive approach also addresses the requirements of understanding, critical
evaluation, and communication by using creative simplification. Failure to address
both sides of this dichotomy will jeopardize important elements of assessment
and management.

We propose an active and deliberate blending of the simple with the complex.
We accomplish this by creating a collection of simpler, but complementary,

81
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representations of the management model. The simplifications are caricatures that
help describe the properties, behavior, and possibilities of the environmental situ-
ation that confronts us. Because these simplified versions are unified by the detailed
management model from which they were derived, exchange of ideas between them
is facilitated. Interpretations from one version provide a backdrop for others.

These various representations form a hierarchy of alternative models, each
providing a different perspective or a different level of detail. In no case are these
simpler versions substitutes for the complete, “official” model.

Although this is a “technical” chapter, simplification is not a technique, but
rather an attitude based on curiosity and a desire to get the most out of an analysis.
This attitude is made operational by iteratively transferring ideas developed at one
level into another level for testing and evaluation. Thus we take a policy suggested
by one of the graphical techniques described below and implement it in the com-
plete management model, where a fuller range of constraints and interactions is
brought into play. The performance of the model under this new policy is one piece
of evidence used to corroborate or reject the potential of this proposed policy.
Similarly, ideas generated by the management model are tested at a higher level of
complexity — a carefully designed and monitored field trial. Eventually, the ideas
and analyses that have performed successfully at all levels available are applied to
the real world.

There are no fixed procedures to follow in these modeling extensions, but we
shall indicate through some detailed examples the range of things that can be done
and the benefits both to us as analysts and to the case study clients — the people in
the various management positions to whom the case study materials will be ulti-
mately transferred.

We shall discuss three types of simplification:

® Smaller models created by extracting submodels that are explored indepen-
dently of other submodels.

® Sets of differential equations incorporating fewer variables and parameters
than the complete simulation model.

® Pictorial diagrams that display the underlying structure of the model. These
serve as powerful analytical tools for penetrating to the heart of the model, and
they require no “mathematics’ to use.

SUBMODEL ANALYSIS

As mentioned, the complexity of the budworm model reflects both the large num-
ber of state variables and its variety of behaviors. We can eliminate much of the
numerical complexity by extracting the biological submodel from one forest area
so that its behavior may be explored separately from the other 264 areas. While
this circumscription reduces the direct forest management relevance, the simpler
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79-variable biological model still contains much of the dynamic character of the
complete spatial model. By treating this biological model (which we call a site
model) as a stand-alone entity, we can cheaply, easily, and more thoroughly explore
the causes, range, and significance of those dynamics.

Operationally, we found it very helpful to embed this site model in a computer
software environment that allowed quick graphical interaction between the model
and any user. This interactive program package (Hilborn, 1973) was the first com-
puter software item that was installed during the process of transfer to management
personnel in New Brunswick, Quebec, Maine, and elsewhere. With this simulation
system it was possible for a person, upon his first exposure to the model, to ask
questions, make changes, propose alternative hypotheses, and receive an immediate
graphical response. When changes produced significant results worthy of further
investigation, those changes were made in the complete spatial model and examined
in detail. Thus the simplified site model served both as a convenient experimental
tool for the analysts and as a convenient ‘‘doodling-pad™ for the potential policy
maker.

There are a great number of submodels and combinations of submodels that can
be isolated in a similar way. When a part is examined separately, it is necessary to
set the conditions explicitly for all the excluded variables. We are completely free
to set them at realistic or at interesting values. Thus in the case of the isolated site
model mentioned above, the effect of dispersal from other forest areas was partially
mimicked by establishing a particular fixed background of immigrating insects. Be-
havior of the site model with and without management controls under various levels
of constant immigration was a stepping-off point for examining the more complex
space~time patterns that the complete spatial model exhibited. (The complex be-
havior of the spatial model is shown in Figures 11.8 and 11.9 in Chapter 11.) This
leap from one site to many was bewildering enough that an intermediate model
with only a few sites and simple geometry and meteorology was useful (Stedinger,
1977).

At the other extreme it is often necessary to add a more complex level to the
hierarchy. Baskerville (1976) chose to expand the model from 265 to 450 spatial
units and to record 120 tree ages explicitly rather than 75. This expansion was
operationally necessary because of the questions and concems of a particular set
of administrators.

SIMPLE ANALYTIC MODELS

The second class of simplification steps back from the complete model and seeks a
smaller, less complex alternative using only a subset of the variables and functions.
This subset aims at retaining the major causes of the system’s behavior but, being
more amenable to analysis, helps to crystallize our understanding of the important
interactions and the possible effects changes will have.
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In the case of the budworm, this simplified model took the form not of a
simulation but of a set of three coupled differential equations (Ludwig et al.,
1977). One variable was the budworm density, the second was the developmental
stage of the forest, and the third was the physiological state of the trees. These
equations were constructed from our assessment of the important components and
adapted by continually comparing their mathematical behavior with the complete
model.

To give some indication of the economy achieved in this way, all of the elaborate
programming of budworm biology and survival reduced to the following equation:

ar k o + B*’

where B is the budworm density and r, k, &, and § are parameters that depend to
some extent on forest conditions. We will not go into detail here, as a complete
description is available in the paper cited above. We wish only to highlight the
possibility that simple alternative models can pinpoint important relationships and
provide the raw material for rigorous penetrating mathematical analyses.

The interaction among a collapsed set of variables was also formulated as a set
of differential equations in the study of recreational development in the high alpine
valley of Obergurgl, Austria, described in Chapter 13. In this case a few differential
equations were able to replace the complete simulation model without a significant
loss of capacity to mimic the full behavior of the larger model. While the Obergurgl
model was not complex by “modern” standards, it still contained sufficient detail
to prohibit adequate analysis of its intermnal workings. The full model contained
more than 100 variables, each with a value representing the condition of some piece
of the system, such as the number of villagers in various age groups. The major
variables were collapsed into a set of five coupled differential equations. Each
equation was much simpler than its analogous submodel but faithful to the main
interrelationships. These equations produced behavior qualitatively equivalent to
the behavior of the full model. The payoff was an increased ability to explore the
model’s calculations. and to discem why the output changed when alternative
starting conditions and hypotheses were used.

These differential equations alone are inadequate for the design of economic
policies for Obergurgl. For one thing, the ten spatial areas were lumped into one.
To the villagers, each of the subareas has special meaning in terms of things that
affect their lives. Even so, by using only five variables, we obtain important clues
about “how the system really works.” The awareness that these five variables could
account for alarge fraction of Obergurgl’s socioeconomic structure was a conceptual
advance over what was believed before the first workshop. Actual policy and social
decisions must, however, address the more complex features reflected in the com-
plete model.
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MANIFOLD ANALYSIS

The third and final class of simplification requires more detailed description — not
because of any inherent difficulty, but because of its novelty. The product is a set
of pictures or graphs that can be easily comprehended and require for their under-
standing no mathematical skills (although the graphs themselves are founded upon
mathematical principles). These diagrams are not models in the sense of a simu-
lation, but rather are alternative representations of the internal structure of the
model. They are analogous to medical x-rays that reveal the structure of the skeleton
without removing the surrounding flesh (this was done in the simplified models
described above). And as with x-rays, our perception of structure improves with
several complementary views taken from different orientations or perspectives.

These pictures are useful and usable because they make strong use of qualitative
information rather than opting for the quantification espoused by most scientific
disciplines. The qualitative property of interest in the budworm example is the
classification of forest conditions into those that cause budworm numbers to in-
crease and those that cause them to decrease. At first this may appear to be a
minimal criterion, but in many management situations knowledge of gain or loss
would be prized information, if available. (Imagine the profit to be made with the
same information on the stock market.)

The powerful aspect of this qualitative division is its inclusion in a topological
view of the system. The interface between regions of increase and decrease defines
conditions for no change — that is, equilibria of the system. Our topological view
links the basic dynamic behavior to the number and interrelation of equilibrium
states and focuses as well on our central concern for ecological resilience and policy
robustness. Just as the skeleton determines much of an organism’s appearance, the
structure of the equilibrium states determines the system’s dynamic behavior.

Our first step is to use the complete simulation model to generate a population
growth rate, or “recruitment rate,” curve of the sort introduced by Ricker (1954)
for the analysis of fish populations. The recruitment rate is

g = Ve
Ny

that is, the ratio of the population in the next generation (¢ + 1) to the population
in the present generation (7). This is the number of times bigger, or smaller, next
year’s population will be than this year’s. In Figure 6.1 R is plotted against the
present density of budworm for particular forest conditions. The recruitment rate
curves condense all the reproduction and survival functions within the model, and
a unique curve can be calculated for each state of the forest. Three selected curves
are shown for three levels of forest development — immature, intermediate, and
mature. In reality there is a continuum of curves, each representing a particular
forest state. Each point is computed simply by starting the simulation model at
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the specified values [here, N(t) and forest state], running it for one time interval,
and noting the resulting R.

Interpretation of the curves is straightforward. We start by focusing on the
location and properties of the equilibrium points — the points where the recruit-
ment rate takes a value of 1.0. These equilibria may be stable or unstable, de-
pending upon the slope of the curve as it passes through the R = 1 line. Briefly, if a
slight increase in density from the equilibrium point results in further increases in
the next generation (i.e., if R > 1), or if a slight decrease results in further decrease
{R < 1), then the equilibrium is unstable (represented as an open circle in Figure
6.1). In contrast, where a slight increase in density from the equilibrium point is
offset by a decrease in the next generation (R < 1), and a slight decrease is offset
by a subsequent increase (R > 1), then the equilibrium is stable (shown as solid
dots in Figure 6.1).

Subsequent discussions draw heavily on these recruitment curves, so it is useful
to consider their structure in some detail. The high-density equilibrium points
(¢, d in Figure 6.1) are established largely through competition among budworm
for the available foliage. Although these points are stable equilibria for budworm,
they are unstable for trees. At such high budworm densities, defoliation is so heavy
that older trees die and are replaced by seedlings and understory growth. This
shifts the system onto the immature forest curve with a lower budworm growth
rate. Since R <1 for the immature forest at budworm density d, the insect popu-
lation declines. In summary, when the forest is immature, R is less than 1 for all
budworm densities and no outbreak is possible. With a very mature forest, how-
ever, budworm will increase from all densities less than d, rising until they reach
this upper equilibrium. The ensuing defoliation and tree death bring the popu-
lation back to low numbers.

There is almost no information available about the fate of budworm at very
low densities (lower than can be shown on the arithmetic scale of Figure 6.1).
Either the local populations become extinct in immature areas of the forest
(R <1 for all densities) and dispersers must re-establish populations at the site,
or the local populations can be maintained at some very low level (R > 1 at den-
sities less than this low level). In either case there is a lower equilibrium, which is
zero or some low density. The remaining curves are appropriate for either situation.

The dip in the recruitment rate curves at low budworm densities reflects the
activity of avian predators, augmented to a degree by parasitism. When the forest is
of intermediate age, this dip introduces two low-density equilibria — one stable at
a and one unstable at b (see insert, Figure 6.1). The population may persist at
density & until improved forest conditions raise the bottom of the dip above the
R =1 line. When this happens, only the high equilibrium remains and an outbreak
occurs. But an outbreak can occur even in an intermediate-aged forest if a sufficient
number of budworm are imported by dispersal from outside areas. Thus, in Figure
6.1, a small number of budworm added to the population that is at equilibrium a
will result in an increase in density above the unstable equilibrium density 5. As R
is greater than 1, an outbreak starts.
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BUDWORM DENSITY
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young old
FOREST MATURITY

FIGURE 6.2 The equilibrium manifold of budworm densities for different
forest conditions. The solid line represents the location of equilibria; the dashed
line separates the high and low budworm densities. A normal cycle begins at 4
(young forest, few budworm) and progresses to B, where the low equilibria are
lost and the system can no longer maintain a low budworm population. An out-
break is triggered. The budworm density is drawn toward the upper curve and
arrives at point C. The feeding stress at this magnitude of budworm density causes
tree mortality, and the forest is forced back to a younger condition, taking the
budworm population down with it. The cycle returns to point A and begins anew.
If 80% of the population at C were killed by insecticides, the system would move
to point S, where there is little loss to the forest but high vulnerability to any
suspension of spraying.

The recruitment curves as described do not yet include the stochastic elements
of weather that affect both survival and dispersal. When these effects are included,
there is a third trigger for outbreak — a sequence of warm, dry summers, which can
raise normally low recruitment rates above the replacement line.

A more complete and succinct summary of these multiple equilibria can be ob-
tained by plotting the location of only the equilibrium budworm densities (the dots
from Figure 6.1) for all levels of forest maturity. The heavy curve in Figure 6.2
shows just such a relationship. The lower, solid segment corresponds to endemic
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densities such as « in Figure 6.1; the middle, broken segment corresponds to the un-
stable points such as b; and the upper, solid segment traces the epidemic densities
such as ¢ or d. Note that, just as in Figure 6.1, when the forest is immature there is
only one low equilibrium, and when the forest is mature there is only an epidemic
equilibrium, but when the forest is of intermediate maturity, there are two stable
equilibria separated by an unstable equilibrium.

We call the collection of equilibrium points such as drawn in Figure 6.2 an
equilibrium manifold. In the remainder of this section we shall examine some of the
useful properties of this manifold and explore the ways that its shape changes under
the influence of changing conditions. The shape of the manifold governs much of
the dynamic richness of this system.

With these manifolds we can follow the shifts in the number and position of
equilibria. The same is true with simple two- or three-variable models where the
equilibria are easily determined analytically. As was indicated in Chapter 2, the
organization of the equilibria of a system has a fundamental effect on its dynamic
behavior. The equilibria are easy to find in a simplified model, and, having found
them, we know where to look in the complex model. It is also important and useful
to study the positions of the boundary lines separating different areas of stability.
Some configurations of these boundaries can lead to unexpected outcomes. For
instance, in some situations a decline in the population of a pest species can lead
directly to an “‘explosion” to high densities (Bazykin, 1974; and Figure 2.2F,
Chapter 2).

The focus and use of equilibrium manifolds are suggested by that part of the
field of mathematical topology evocatively called “catastrophe theory” (Thom,
1975; Zeeman, 1976). An expanded exposition of this theory in terms of budworm
outbreak dynamics is given in Jones (1975), and Jones and Walters (1976) and
Peterman (1977b) have related it to fisheries management.

Returning to Figure 6.2, we show how the particular configuration of this mani-
fold dictates the essential features of the classic outbreak cycle. A normal sequence
begins with a young forest (at point A). Such forest conditions will support very
few budworm, as reflected by the single low equilibrium. The ruling property of
these manifolds is that the budworm densities will either increase or decrease as
governed by the population growth curves illustrated in Figure 6.1 until they reach
a point of equilibrium — a point on the solid branch of the manifold. If the bud-
worm densities are on the manifold, then they will try to remain there even as the
level of forest maturity changes.

Thus, as our typical forest grows older, the budworm densities follow smoothly
and evenly along the lower branch from point 4 to point B, showing very little
change in density. However, the moment the forest grows beyond point B, the
lower equilibrium is lost, and the only one available to the system is the upper,
epidemic level. An outbreak is triggered. As the budworm population begins its
rapid increase, the forest continues its growth, and the system trajectory moves up-
ward toward point C.

The manifold we are following portrays the movement of budworm numbers in
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response to forest conditions. There is also a manifold that portrays changes in
forest conditions as the forest is affected by budworm densities. Rather than show
this second manifold graphically, we shall rely upon a verbal description of how it
comes into play and influences the trajectory that has reached point C. The mani-
fold at C is an equilibrium for budworm only if forest conditions remain unchanged.
However, the feeding stress imposed by this density of insects causes severe tree
mortality, and the forest reverts from a mature one to one that is young. As the
forest condition collapses, the budworm population falls along with it. The cycle
returns to point 4 and begins anew.

We can immediately draw several very broad and important conclusions from
Figure 6.2. First, it is clear that if the forest has the capacity to reach a condition
beyond point B, then an outbreak is inevitable. Much of the mystery about the
“cause” of outbreaks disappears when we view them as a simple playing out of the
mechanism inherent in this manifold configuration. We also see that once an out-
break is triggered, it is destined to continue its course even if we could restore the
forest to a pre-outbreak condition slightly below point B.

The second conclusion is that if we were to prevent the forest from ever reaching
point B (by logging or thinning, say), we could happily maintain the budworm at an
endemic level. However, it is clear that such a system is extremely vulnerable to
invasions of budworm from outside areas. This is the same conclusion we drew
earlier: even though an intermediate forest would not suffer outbreak spon-
taneously, outbreaks could be triggered by a pulse of immigrating insects. Through
this mechanism a central mature stand can initiate an epidemic that spreads through-
out surrounding less mature areas. We will return to this point later and develop a
manifold that expresses these conditions directly.

A third obvious conclusion from Figure 6.2 has important policy relevance for
budworm control. If during an outbreak (point C) insecticide spraying is initiated,
the system would be displaced to a state such as point S. Because this point is far
from an equilibrium, it is being held “unnaturally” in an unstable condition. The
longer this policy is followed, the larger the area that requires spraying — both
because more areas are maturing and because surrounding less mature areas are
being invaded by insects leaving the sprayed areas. The maintenance of desired
system behavior is therefore extremely sensitive to any intervening failure in im-
plementing the policy, be it through evolved genetic resistance, errors in spray
formulation and delivery, or legal restrictions on spray dosages, targets, and fre-
quency. The entire system would collapse. This is the predicament in which eastern
Canada now finds itself.

For the purposes of easy understanding of the nature of the manifolds, we have
defined “forest condition” in a causal and intuitive manner. The measure of “ma-
turity” of relevance to the budworm is the surface area of branches, which is the
area available for habitat. As a forest stand ages, the total area of branches increases
monotonically. However, there is an additional component of forest condition that
affects a budworm’s life. That is the foliage quantity — the amount of food available
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FIGURE 6.3 The equilibrium manifold of budworm densities as a function of
the two measures of forest state: foliage condition and branch area. Branch area
was called ‘forest maturity’ in Figure 6.2; the curve at the back of the box (foli-
age = max) is the same as the manifold in Figure 6.2. The typical budworm out-
break cycle is repeated here (points A, B, and C are the same) to show how foliage
and branch area interact during an outbreak collapse.

per individual. When we include foliage as a second measure of forest condition, the
budworm manifold becomes a surface in a 3-dimensional box, the axes now being
foliage, branch area (what we earlier called “forest maturity”), and budworm den-
sity. The manifold surface for these variables is shown in Figure 6.3. Note that the
curve at the back of the box (where foliage is maximum) is exactly the same as that
of Figure 6.2. The same budworm cycle trajectory is repeated in Figure 6.3, with
points 4, B, and C as before. Now we see that, starting at point C, the foliage goes
first, and its loss leads to the death of trees and a reduction in branch area.

The equilibrium manifold representations also prove to be a powerful device for
exploring the consequences of changes in ecological processes or management
approaches. In progressing from Figure 6.2 to Figure 6.3 we saw how the manifold
changed shape as foliage quantity varied from its maximum down to zero. In any
ecological model there will be a great many significant factors whose variation
would also change the manifold. The number of predators, the number of parasites,
the weather condition, the intensity of immigration, and the intensity of insecticide
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FIGURE 6.4 The predation manifold. This shows the changes in the budworm
equilibrium manifold for different intensities of predation by insect-eating birds. The
curve at the front with normal predation is the same as that shown in Figure 6.2.

spraying have all been mentioned as important components of the budworm/forest
system. On any one three-dimensional figure, such as Figure 6.3, we can only look
at the effects that two factors have on the budworm equilibra; all other factors are
fixed at their nominal values. To look at a new factor graphically we must sacrifice
explicit portrayal of one of the variables in Figure 6.3. In the present case, it is
most useful to return to Figure 6.2 (with foliage fixed at its maximum value) and
implicity retain our understanding of how the foliage dynamics produce the cyclic
trajectory shown initially on Figure 6.2. We now can start with this simpler mani-
fold as a base and investigate how it changes under the influence of other factors,
one by one. We know that, in the background, the foliage will continue to operate
according to the scheme shown in Figure 6.3.

As an example, Figure 6.4 shows an equilibrium manifold that looks at the
effect of different intensities of predation. When predation is at the level occurring
in nature (“normal” on the scale), the “pit” responsible for the lower equilibrium
is pronounced (again the same curve as in Figure 6.2). But as predation is relaxed,
the pit gradually disappears, along with the folded character of the manifold.

Under such conditions, the behavior of the system is radically and predictably
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FIGURE 6.5 The dispersal manifold. This shows the changes in the budworm
equilibrium manifold for different intensities of immigration by budworm from
other forest areas. The curve at the front with no immigration is the same as that
shown in Figure 6.2.

altered, since the natural “boom-and-bust” pattern is intimately associated with
the reflexive form of the manifold. Simulation runs conducted to check this topo-
logical implication of reduced predation show a world with a perpetually immature
forest, where moderate budworm densities oscillate with a 12—16-year period. This
residual oscillation is a typical “predator—prey” cycle between budworm and foli-
age. Since insecticides have exhibited a potential for reducing vertebrate predation
directly through mortality or indirectly by affecting food availability, the signifi-
cance of this finding for management is obvious.

Another example is shown in Figure 6.5, where the manifold is used to explore
the qualitative implications of dispersal. The immigration-rate axis reflects the
intensity of budworm moths immigrating from outside areas. The similarity of this
dispersal manifold to that for predation is striking and significant. An increased rate
of immigration clearly has qualitative properties much like those of a decrease in
predation. This is in keeping with the earlier analysis of recruitment rate curves
(Figure 6.1) where the quantity of immigrants necessary to release a budworm
population from its low density equilibrium was directly related to the size of the
predator-induced pit. As would be expected from the comparison of manifolds, a
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systematic increase in immigration rate affects the dynamic behavior in very much
the same way as a systematic decrease in predation, flipping the budworm-forest
system into its alternative mode of a sustained outbreak with a 12-16-year insect—
foliage cycle.

The greatest payoff from the topological simplifications comes in their impli-
cations for policy. In discussing the recruitment rate curves of Figure 6.1, we noted
that a forest could be so immature that no outbreak was possible under any con-
ditions (R <1 for all budworm densities), or so overmature that an outbreak would
ensue if any budworm were present (R > 1 for all subepidemic budworm densities).
This phenomenon is reflected more clearly as the budworm-foliage-branch mani-
fold in Figure 6.3.

We have shown the policy consequences of spraying outbreak populations - the
system is perched precariously at point S in Figure 6.2. In our discussion of policy
evaluation procedures (Chapter 8) we describe two new policies for budworm
management that explicity recognize the form and flexibility of the budworm mani-
fold. We briefly outline one of these policies here.

We saw previously that an outbreak occurs whenever the forest matures beyond
the end of the low-density pit (point B). This suggests a policy of “pit enhance-
ment,” emphasizing management at low densities. A specific agent or management
act is not stipulated, only a broader description of a reshaped manifold with a
deeper pit. There are many possible management acts that would accomplish this;
for instance, any mortality agent applied only at low insect densities. To have a
significant effect, the added mortality need not be anywhere as high as the 80 per
cent common to epidemic spraying., We could combine this new act with a supple-
mentary insecticide capability to push outbreak populations back into the newly
deepened pit whenever unexpected events occur. Because predation by birds is
primarily responsible for the basic pit, we know we must also include efforts to
maintain them as an important budworm control resource. When this policy was
introduced into the complete simulation model, it proved very effective, with
radically reduced spraying requirements.

In summary, a compressed and simplified version of a dynamic model can be
captured in topological manifolds that focus upon its multiple equilibrium pro-
perties. These manifolds are then exploited to improve understanding of the system
behavior and structure and to qualitatively diagnose regions of policy sensitivity
and potential.

Clearly, if the descriptive part of the analysis stops at the development of a
complex simulation model, the clarity of understanding needed for creative environ-
mental management and assessment is seriously compromised. Creative simplification
is necessary for understanding.



7 Model Invalidation and Belief

Once we have formulated a model and have subjected it to analysis through simpli-
fication, the natural question is whether the resulting products should be believed.
Are they valid representations of reality?

The so-called validation process is really nothing but hypothesis testing because
models are merely statements of hypotheses. We have little new to say on this
subject, and our treatment here largely reviews some of the more fundamental
guidelines and dangerous pitfalls involved.

The majority of environmental modeling efforts are silent on the model testing
issue, apparently assuming high-quality predictions once all known relations be-
tween variables are included (Mar, 1974). Most studies that do address the validation
problem seem intent upon proving models to be correct (see Ackerman et al., 1974,
Ross, 1972). They tend to emphasize “tuning” to historical data and elaborate
statistical testing against replicate study areas or against independent data withheld
from the model development exercise. None of these approaches is worth much
for assessing the value of management model predictions, simply because manage-
ment actions often move the system toward conditions that have not been histori-
cally encountered.

In fact, it is the central tenet of modem scientific method that hypotheses,
including models, can never be proved right; they can only be proved wrong
(Popper, 1959). This is why the frequent claims of — and demands for — “valid”
models in ecological management, impact assessment, and policy design are so un-
sound. Provisional acceptance of any model implies not certainty, but rather a
sufficient degree of belief to justify further action. In practice, the problem is one
of model invalidation — of setting the model at risk so as to suggest the limits of
its credibility. The model is subjected to a range of tests and comparisons designed
to reveal where it fails.

There is no checklist approach to intelligent invalidation, just as there was none
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for model formulation. But our experiences have suggested three major consider-
ations relevant to the critical assessment of model credibility:

Data, model structure, and invalidation
Evidence for invalidation
The analysis of alternative models

DATA,MODEL STRUCTURE, AND INVALIDATION
THE MODEL AS CARICATURE

Any model is a caricature of reality. A caricature achieves its effectiveness by
leaving out all but the essential; the model achieves its utility by ignoring irrelevant
detail. There is always some level of detail that an effective model will not seek to
predict, just as there are aspects of realism that no forceful caricature would attempt
to depict. Selective focus on the essentials is the key to good modeling, and in-
validation tests must recognize this as a strength and not a weakness.

WHAT WE PREDICT

There is no sure way to decide what to predict and what level of detail to include
in order to produce a believable model. This depends in large part on the bounding
decisions made earlier and the sorts of predictions needed for the assessment. At a
minimum, however, a believable model should accurately predict qualitative pro-
perties of the temporal and spatial patterns characteristic of the historical system.

An extreme example of the distinction between predicting exact numerical detail
and predicting qualitative behavioral properties is provided by the budworm-forest
analysis presented in Chapter 11. The model of this system predicted insect num-
bers and tree condition for each of 265 geographical cells, representing a con-
tinuous area of about 50,000km?. Historical data were available for the same
variables at each location over a 25-year period.

No model, however detailed and accurate, could be expected to reproduce the
historical detail exactly. The bounding decisions leading to parsimony described in
Chapter 4 make this impossible. Random effects and unique but unrecorded events
in the historical record also prevent an exact mimic. But independent of this fine
detail, historical data showed general, stable pattems in space and time: they re-
vealed a characteristic 30-45 years between insect outbreaks, a local outbreak
duration of 3-6 years, and an outbreak spread rate of about 50km per year.
Model predictions corresponded very closely with each of these qualitative charac-
teristics of the historical record, although there were quantitative discrepancies
when predictions and history were compared at individual points in space and time.
This qualitative comparison of time-space predictions and behavior served to
substantially strengthen our belief in the model, though it did not, of course,
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“validate™ it. Further invalidation tests, which we describe below, strengthened
our belief in other ways — no one test was sufficient or even dominant.

The opposite effect, that of definitive invalidation, can be demonstrated with
a study of an oceanographic model. Marine plankton data required for fisheries stu-
dies are usually highly variable, making most space—time models effectively untest-
able. However, by looking at the data in a different way, one finds that this variance
from place to place consistently increases when larger and larger areas are compared.
With a focus on this pattern, it becomes possible to use the variation as an aid to
invalidation rather than treating it as a hindrance. It is often assumed that this
pattern in the variance results from the interaction of growth rates of the organisms
with the effects of horizontal mixing. A model incorporating simple prey—predator
interactions and lateral diffusion was developed (Steele and Henderson, 1977). The
output was expressed explicitly in terms of variance as a function of horizontal
scale so that it could be compared with a set of data from the North Sea. In this
case, predicted variance decreased with increasing scale, thereby invalidating this
simple picture of reality and requiring the development of alternative models
(Evans et al., 1976). These models in turn will require further testing before they
can be used in a fisheries management context.

While this example illustrates that a single critical test can invalidate a model,
there is no predetermined number of tests that will establish a sufficient degree of
belief in it. This depends on the use to which the model will be put.

SOME CAVEATS

Two caveats must be mentioned with respect to treatment of historical observations.
The first is that comparison must be carried out with verified observations, not with
second-hand interpretations or impressions. 1t is appalling how often in ecology we
find that supposedly well-established past observations or case examples turn out
to have been badly distorted by well-intentioned researchers wishing to support
some hypothesis or to report something interesting. One example of this is the
Kaibab Plateau deer irruption reported in most ecology texts. There is now good
evidence that it never occurred at all (Caughley, 1970). Another example occurred
in our own budworm work (Chapter 11), where the model predicted that forest
volume would decline independently of insect damage, while it was “common
knowledge” that volume was high and would remain so if insects were controlled.
We spent 2 months checking the model for errors when we should have been
spending 2 days looking at the available raw data on forest volume. When we
belatedly took this obvious step, the model was vindicated and “common know-
ledge” was shown to be at variance with the data on which it should have been
based. We suspect that this is not a rare occurrence.

The second caveat is the obvious one that correlation does not imply causation.
Lack of reasonable model correspondence with the historical picture speaks strongly
for invalidation. But the achievement of such correspondence, while gratifying,
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really only lets us move on to the next step in the process. It does not *“validate”
anything, and it tells the manager precious little about how much he should believe
in his model as a predictor of future impacts. This is true because practically any
complex model can be “tuned” to fit practically any given pattemn of historical
data. Since the causal structure of such a ““tuned” model need have nothing in
common with that of the real world, its predictions under the new conditions of
development or management are highly unlikely to correspond to reality. This
situation is similar to the well-recognized danger of extrapolating (or, for that
matter, interpolating) from general polynomial regressions to situations outside
the range of observations.

MODEL STRUCTURE

A few additional points regarding the relationship of model structure to the in-
validation process should be mentioned here.

Our view of model building emphasizes the advantages of modeling in terms
of causal or ““functional” components. To the extent that such causal modeling
is possible, one’s ability to assess the resulting model’s credibility will be greatly
enhanced. Although belief must certainly relate to the total model’s prediction, it is
also a function of the logical consistency and clarity of the model’s structure.
Relationships involved in the prediction should agree at least qualitatively with
experimental experience. Biological relationships should make sense when inter-
preted in terms of lower levels of organization (physiology, behavior); economic
relationships involving market situations should be consistent with known behavioral
characteristics of firms; and so forth. In short, it should be possible to see how the
predictive model could arise by aggregation of more detailed components than those
actually employed. If the model is not cast in the form of functional components,
then the path to establishing credibility is obscured — we lose the benefits of analogy
in understanding the model. We will show in the next two sections that when the
model has been causally structured, its comparison with historical evidence and
alternative models is also greatly facilitated.

Finally, we have one observation regarding model structure that is very much at
odds with conventional wisdom. A great deal of present practice in environmental
management and impact assessment modeling implies that the more detailed the
model structure, the more boxes and arrows and variables considered, the better
will be the model’s predictions (e.g., Goodall, 1972). Our own experience and
other explicit tests of this notion (Lee, 1973; O’Neill, 1973) suggest that it is
often, perhaps systematically, false. Those scientists, managers, and administrators
who call automatically for more detail often produce giant reports rather than
useful predictions. As emphasized in Chapter 6, it is not detailed complexity but
rather comprehensible simplification that gives rise to understanding. And it is on
understanding alone that a critical assessment of model credibility must ultimately
be based.
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EVIDENCE FOR INVALIDATION

TRIAL-AND-ERROR EVIDENCE

Historical data reflect behavior of the system only within the narrow range of
circumstances encountered in the past. New programs or developments will change
those conditions, and our principal concern is in the believability of the model’s
predictions for the new situations. We are, after all, interested in a management
model. In order to assess the model’s credibility as a predictor of new management
impacts and future uncertainties, we need to assess the range of possible behaviors
over which the model is applicable.

The usual but often impractical approach to this problem is explicit trial-and-
error. For example, our model might predict that if a proposed equipment restriction
is implemented in a particular fishery, then fish harvest will decrease by 20 per cent.
If we adopt the new equipment restriction policy in an actual fishery and the pre-
dicted harvest decrease occurs, then our belief in the model’s predictive ability is
appreciably enhanced.

The problem with trial-and-error evaluation of predictive limits is that it always
takes time, is frequently expensive, is limited to the particular trial undertaken, and
often risks disaster if the predictions prove wrong. Nonetheless, the potential
benefits of combining operational activities with experimental goals may be great
enough to justify or even demand trials. The rationale for considering such experi-
ments as an integral part of the management program is discussed in Chapter 10 and
is treated at length by Walters and Hilborn (1976) and Peterman (1977b). When
opportunities for trial-and-error invalidation of the model are limited, however, we
must look for natural trials as well.

NATURAL TRIALS AND EXTREMES OF SYSTEM BEHAVIOR

Useful natural trials exist wherever there are examples of ecological or environ-
mental systems that are similar to the one we have modeled but that exhibit quali-
tatively distinct behaviors. In reference to three of the case studies in Part II, we
might look for comparable situations where an alpine village still farms its potential
hotel land; where a salmon stream provides unusually high yields; or where a
previously mined area supports a particularly low diversity of wildlife. If minor,
plausible changes in the parameter values or structure of the model replicate these
extreme forms of actual behavior, then the range and degree of belief in the model
as a predictive tool under future extremes of management and uncertainty are en-
hanced accordingly. We at least gain confidence that no significant component of
the system has been left out.

The procedure for comparing the model with the results of natural experiments
is best conveyed by example; we draw again upon the budworm-forest manage-
ment study. As noted above, the original budworm model predictions corresponded
well with the historical patterns of insect outbreak in the Canadian province of
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New Brunswick. But an explicit search for atypical behaviors uncovered some
patterns that did not match the New Brunswick norm (Holling et al., 1975). In
northwestern Ontario, for instance, outbreaks are more intense and tend to occur
at intervals of 60 or more years rather than the 30-45-year period observed in New
Brunswick and predicted by the model. The principal differences between the
regions are a lower proportion of susceptible trees and better weather for budworm
in northwestern Ontario. When these differences were introduced into the New
Brunswick model, the Ontario behavioral pattern was reproduced.

A similar opportunity for invalidation was presented by consideration of out-
break histories in Newfoundland, an island more than 200 km off the New
Brunswick coast. Historically, outbreaks there have been extremely rare and short-
lived. This pattern changed only recently, coinciding with management activities in
New Brunswick that produced an increased outbreak frequency there and con-
sequently a source of emigrating budworm. In Newfoundland, the proportion of
susceptible trees is greater than in New Brunswick, but the weather is worse for
budworm. Again, these parameter changes were introduced into the New Brunswick
budworm model, which then predicted the very rare, very brief outbreaks typical of
Newfoundland. When pulses of immigrating budworm from New Brunswick to
Newfoundland were also introduced into the model, the predicted outbreak fre-
quency, though not the duration, increased, again matching actual behavior in the
real world.

A final invalidation test consisted of adding to the basic New Brunswick bud-
worm model a management submodel mimicking insecticide application and
harvesting activities introduced there in 1950. This test, described in detail in
Chapter 11, showed that the unprecedented outbreak pattern actually experienced
in the 1950s and 1960s could in fact be reproduced by the basic biological model
linked with the management rules.

The set of extreme behaviors tested during the invalidation studies directly
increased our belief in the model’s predictive abilities under a range of weather
conditions, susceptible tree densities, and insecticide-induced mortalities. Indirectly,
these tests supported a provisional belief that the model’s credibility was not
limited to the narrow range of circumstances defined by local history.

The sort of highly qualitative natural experiment or “extreme behavior” data
necessary for invalidation studies almost always exists. The manager’s challenge is
to find the data and mobilize them in spite of the invariable insistence of the
scientists and specialists that they do not know enough to say what the effects of
extremes will be. The result is usually worth the battle.

THE ANALYSIS OF ALTERNATIVE MODELS
THE NEED FOR ALTERNATIVE MODELS

A model could make all the testable predictions referred to above and still be the
wrong representation of reality. The chance always exists that other models will
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meet these historical tests equally well but give very different predictions of future
impacts or management success. For example, budworm outbreaks could be largely
caused by changes in the nutritional quality of the foliage or by changes in the
genetic structure of the insect population instead of by the interaction among
predators, parasites, and budworm as presently formulated in the model. We can
never eliminate the possibility that these other models could adequately represent
historical observations, but we can take further steps to refine our degree of belief
in the impact predictions of the model(s) upon which decisions must finally be
based. The basic approach is to design alternative models of the system under study.

The critical need to seek alternative interpretations (or models, or explanations)
rather than try to seek validation of any single one is most obvious in the statistical
concept of “the power of tests.” We can establish belief or disbelief in any hypo-
thesis only by reference to some alternative. The closer the alternative is to the
original hypothesis, the more difficult it becomes to tell which one is more likely
to be correct with a given set of data. When we make only a vague assertion like
“this model must be wrong because it is too simple-minded” (or too complex, or
whatever), we must have at least some criteria by which to judge *rightness” or
“wrongness”; that is, an alternative model that predicts better or worse than the
model being examined.

The greatest hope of any search for alternative models is always to find one that
passes a greater number of significant invalidation tests than the original. Failures
are almost as useful as successes, however. Each alternative considered and rejected
on the basis of available evidence eliminates one way of modeling the impact
problem that might well have been acceptable but is now known to be wrong. The
general goal of the comparison exercise is to generate two lists from the alternative
models considered: models rejected, and models possibly useful for prediction. The
characteristics of these lists — specifically, the range of alternatives considered, the
plausibility of the rejected models, and the variability in results of the remaining
(unrejected) models — will strongly influence our degree of belief in the eventual
impact predictions. This degree of belief is one of the most significant pieces of
information communicated to the decision makers. We will first discuss these
properties of alternative models and then outline some specific ways of generating
candidate alternatives.

PROPERTIES OF ALTERNATIVE MODELS
Range

The greater the range of the models considered, the more confident we will be that
the ones offering adequate explanations of historical data are in fact good models
on which to base future predictions. By a wide range of models, we mean models
that involve a variety of different assumptions about how the causal mechanisms are
represented. For predicting effects of salmon enhancement, for example, one might
consider a model that assumed that salmon populations were largely limited by
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mechanisms operating during their stay in fresh water, or an alternative one that
emphasized mechanisms in the marine environment.

Clearly, one of the most valued and effective traits a manager can possess is his
ability to see (and therefore to model) a problem from a wide range of perspectives.
In practice, most interpretations (i.e., models) offered for a problem tend to be
shaped by habitual ways of thinking, and effective “new looks” are most difficult
to establish. Consensus-breeding techniques are your enemy in this situation, and
imagination is your only sure friend. A few technical crutches for broadening the
range considered are discussed below, in the section on generating alternative
models.

Plausibility

Clearly, if we cannot (or cannot be bothered to) imagine any alternatives, then we
might as well not have a model at all. This is just the same as saying “any model will
do, none predicts better than others.” Equally clearly, however, it is not the sheer
volume of alternatives considered by the end of the study that counts. If we go out
on the street and ask the first ten people (or ten consultants) for their opinions
(i.e., models) on the relationships of age structure and land tenure to erosion in
Obergurgl, their predictions should not affect our belief in the model one way or
another. What counts is not the number of silly or trivial alternative models dis-
carded, but rather the number of plausible ones. The real payoff comes when we
can generate alternative models that give credible performance for all our historical
tests. Critically designed experiments may allow rejection of some of these models,
adding substantially to the credibility of those remaining.

Variability

When a broad range of models has been considered, a set of plausible alternatives
identified, and a number of these rejected on the basis of available evidence, there
will generally remain several different models. Any (or all, or none) of these might
provide a realistic basis for predicting future impacts, but we have no way of
choosing among them. To the extent that all the remaining alternatives give the
same predictions, there is no problem. If the alternatives give different predictions,
then there exists a problem of choice under uncertainty. You may elect to reduce
the uncertainty through further data collection and experimentation or as part of
your management program (Chapter 10), or to consciously gamble on the basis
of other factors influencing your belief in one or another of the alternatives.
Finally, you may seek to change the development or management program so as to
minimize the variability and uncertainty of impact predictions. These are problems
of evaluation and choice rather than invalidation per se and will be taken up again
in the next chapter. One invalidation issue does remain, however.
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Almost all parameters in almost all environmental or ecological models cannot
be fixed exactly. It is often convenient, nonetheless, to treat them as though they
were fixed throughout most of the analysis, using mean or, occasionally, extreme
values for model predictions. Before these predictions can be “‘believed,” however,
it is necessary to examine their sensitivity to realistic variation in the parameter
values. Such variability in parameter values is to be expected as a result of measure-
ment errors or future variation, and if the predictions change radically as a result,
then these predictions must be treated very cautiously during assessment.

Some authors (e.g., Miller, 1974) claim that the most “valid” ecological models
are those with predictions that are least sensitive to changes in parameter values.
But both ecological systems and the models that realistically reflect them may in
fact be acutely sensitive to small differences in their structure or parameters (Gilbert
et al., 1976). In the budworm and many other insect-plant systems, for example,
it is clear that differences of a few days in temperature-dependent development
rates can determine whether a potential host plant species is fed upon at all by a
particular defoliating insect. Thus, the question is, given a set of best estimates
and measurements of parameter values, how sensitive the resulting model’s pre-
dictions are to changes in those parameters.

The techniques of sensitivity analysis are well known and have been applied to
a number of impact assessment models (Ackerman er al., 1974; Hamilton et al.,
1969). It should be noted, however, that simultaneous variation of the parameters
in question is necessary to give reliable results. A good example of this is given in
a study by Scolnik (1973) on the Meadows world model. Conventional analysis had
shown the model’s predictions of population boom and collapse to be stable to
small perturbations in many parameters. But when several parameters were simul-
taneously varied over ranges of less than 10 percent, the results changed dramatically,
giving an increase of populations to a density that was maintained thereafter. Since
simultaneous variation of the parameters is to be expected in the real world, the
model’s predictions of catastrophe are not necessarily credible.

An opposite result was reported by Herrera et al., (1976), who examined the
agricultural sector of the Latin American World Model for sensitivity to small
simultaneous variation in the parameters. In this case, the model predictions were
found to be stable and therefore comparatively believable, even in the face of a
search for “worst case” combinations.

Where acute sensitivity to small changes appears to be a true property of the
system under study and not simply an artifact of the model, the only recourse
is to seek management policies and programs that can tolerate the range of possible
variation.

GENERATING ALTERNATIVE MODELS

At one extreme, the notion of alternative models can be approached by con-
ducting independent workshops from independent data bases, independent
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assumptions, and independent perspectives, each generating an independent set of
hypotheses or models. However, a multiworkshop model approach is usually pro-
hibitively inefficient and expensive, and a more practical view of the alternative
model issue is necessary.

The most obvious set of alternative models to consider are those implied by the
issues left unresolved or the components deliberately excluded during develop-
ment of the process model (Chapter 4). Recall that during model development
explicit lists were kept of (a) those things that were left out of the analysis because
of bounding considerations and (b) the functional relationships and parameter
values for which reliable data were least available or disagreements most acute. We
now construct alternative models for comparison with our original by adding the
suspect factors initially left out and exploring the most likely alternative functional
forms and parameter values. This process creates a number of “plausible” alternative
models, fairly similar in structure and predictions to the original. Some will be
rejected on the basis of comparisons between their predictions and available data;
others will be retained for use in the evaluation exercise.

For example, in a lake model we have worked with, it was thought necessary
to calculate nutrients added to the water by zooplankton and fish excretion. How-
ever, when these calculations were added to the simpler model, virtually no dif-
ference was seen in the overall system behavior because the amounts of excreted
nutrients were an insignificant fraction of the total nutrient inputs from the water-
shed. In another model, it was thought that caribou feeding on snow-covered
lichens during winter did not cause intraspecific competition. However, when the
effect of feeding behavior on the trampling and packing of snow in the surrounding
area was added to the model, very different results were obtained. In fact, one of
the most critical parameters in the model turned out to be how much food was
made unavailable through compaction of snow per unit of food eaten (Walters
etal., 1975).

The models produced by examining the workshop bounding and choice decisions
may well span a fairly narrow range of alternative structures. In order to expand
that range so as to better assess the limits of credibility, it is necessary to develop
more extreme alternatives of model structure and to explore their predictive
consequences. Qur experience suggests that if the initial model is in fact a very
good representation of reality, then most of its extreme structural variants are
likely to make very bad predictions. But only by actually verifying that this is the
case can we develop a confident belief in a given model’s credibility.

The method for generating these extreme structures is essentially that of system-
atically adding entire functional components or processes to a basic version of the
model and removing others. In the Obergurgl study we examined the consequences
of such functional components as the effect of ski-lift construction on farming or
on the perception of erosion by summer tourists. In the budworm analysis very
substantial insights were gained from the alternative models developed by adding
vertebrate predation and removing dispersal processes. In fact, the addition of
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predation effects produced such markedly superior predictions that the “best-
guess” model was revised accordingly. The detailed budworm case study (Chapter
11) further shows how the qualitative, simplified model forms discussed in Chapter
6 can be used to facilitate the generation of extreme types of model structure.

When you have finished the invalidation procedures, you will not have a valid
model, you will not have eliminated all uncertainties, and you will not even know
probabilities. However, you will have a critical understanding of the weaknesses and
strengths of available models that is extremely valuable. You will be able to meet
criticisms that “such-and-such was left out” by saying why and what difference in-
cluding them would have made. Most important, by understanding both the extent
and limits of your models’ predictive capabilities, you will be able to proceed with
the design and evaluation of development proposals in the most responsible manner
possible.



8 Evaluation of Alternative Policies

The invalidation process generates one or several models that elicit the greatest
degree of belief. These models can then be used to predict impacts and to compare
different ways of management. Some traditional environmental assessments con-
sider only a single proposed development or management scheme. We argue that
alternative development programs should always be considered because there may
be other ways to achieve the desired goals while avoiding some disadvantages of the
original proposal. Thus, the process of choosing between alternative development
schemes becomes analogous to choices faced in resource management problems in
general, such as choosing between managing a population by setting kill quotas
or by directly controlling hunting effort.

Before going further, we should clearly define our usage of some terms that have
rather varied meanings in practice.

Actions  Specific deeds available to the manager of some environmental system.
For example:
Harvest trees
Release x cubic feet of water from a reservoir
Spray insect pests
Build a fish hatchery
Policies Rules by which these actions are initiated. They state at what time or
under what conditions actions are taken. For example:
Cut all trees above a given age
Spray insects when populations surpass a certain density
Release enough water from a reservoir to maintain a given minimum flow
downstream
Indicators  Measures of system behavior in terms of meaningful and perceptible
attributes. For example:
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The number of trees of harvestable size

The crop loss due to insects

The stored volume of a reservoir

The costs of a program
Preferences  The trade-off rates between one indicator and another.
Objectives  Desired goals in terms of indicators. For example:

The reservoir to remain at least 90% full

The catch to sport fishermen to stay above 1965 levels

The cost of management to grow at a rate less than the national budget

One should remember that decision structures are hierarchical, and what is a goal
at one level in the structure may be a policy at the next higher level. For example, a
manager of a fishery of a given species has a harvest goal that he attempts to achieve
by regulating the number of days open for fishing, the allowed gear types, and so
forth. But his harvest goal is only a part of the policy designed at a higher level to
achieve a broader goal of maximum sustained yield over many stocks.

We view evaluation as the entire iterative process of combining actions into
policies, using a model (or some other predictive device) to enact the policies and
generate time streams of indicators, and using objectives to choose among the
different time streams of indicators.

The traditional view of evaluation assumes that there is a given set of manage-
ment objectives and decision preferences. It sets out to characterize these in a
quantitative fashion, to reduce them to a single measure, such as a cost-benefit
ratio, and then to rank several policies from “best” to “worst” according to this
measure, The rankings are then presented as a list to the decision maker. However,
this traditional outlook is static and fundamentally inadequate for adaptive environ-
mental management and assessment.

The approach we have used treats evaluation as an essentially adaptive communi-
cation process. It assumes that neither policies nor objectives are immutable and
that the critical assessment and modification of both is one goal of the analysis
effort. It therefore concentrates on those aspects of evaluation that promote under-
standing rather than on the numerical products — products that all too easily
become goals in themselves.

So defined, adaptive evaluation takes on a broad and varied character with which
we shall not deal in any systematic fashion in this book. Rather than presenting a
superficial overview, we have chosen to discuss in detail two fundamental aspects of
adaptive evaluation — namely, indicator generation and an informal process of
policy comparison. These we view as both essential and feasible steps for every
assessment. In addition they constitute the foundation of attitudes and under-
standing upon which any critical application of more subtle evaluation concepts
must be based.

Utility analysis and objective functions, discounting and intertemporal trade-offs,
uncertainty, and conflict resolution are some of the many evaluation topics you
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will not find treated here in any depth. We do feel that they are important — often
critically so - and we have therefore included a brief review of some of our own
experience toward the end of this chapter. The case studies document this import-
ance in more detail and illustrate some of the benefits and pitfalls inherent in the
various techniques. This experience has left us with strong biases regarding the
opportunities for use and abuse of commonly advocated numerical evaluation
techniques. In the last section, the more obvious of these biases are explicitly stated
along with a few key references to further reading on the subject. It is essential to
emphasize, however, that we believe that no one, including ourselves, is yet equipped
to write a general “how to” manual for applying the more complex techniques of
evaluation to environmental assessment and management. The issues involved are
subtle in the extreme. You will need expert help, and the experts will disagree
profoundly on each subject. This is not necessarily a bad thing, provided that you
can use the disagreement to stimulate dialogue and communication. Here, perhaps
more than in any other aspect of environmental management and assessment, it is
the adaptive process rather than the numerical product that should be your pre-
eminent concemn.

INDICATOR GENERATION

The first requirement of evaluation is a suitable language or vocabulary to describe
objectives and the outcomes that result from applying given policies. Up to now we
have dealt with this issue rather informally, usually describing the output of assess-
ment and modeling activities in terms of fundamental ‘“‘state variables such as
number of fish or proportion of trees over a given age. But socially relevant and
responsible evaluations cannot be based on the behavior of these elements alone.
State variables must be translated into a broader set of indicators relevant to those
who make, and those who endure, the ultimate policy decisions. Indicators can
usually be broken down into a few broad but overlapping classes — e.g., ecological,
economic, recreational. Several examples are given in the case studies, and a typical
list drawn from the budworm analysis is shown in Table 8.1.

Appropriate indicators for evaluation are readily generated in any assessment
problem, provided that an essential constraint is understood: there is no “compre-
hensive” list of indicators, and there is no “right” set of indicators for any problem,
ever. This is the same issue encountered earlier in our discussion of choosing vari-
ables to include in a model. There we stressed the importance of bounding many
variables our of the dynamic model to make it parsimonious and more under-
standable.

Evaluation is also essentially a model formulation process in which we develop
ways to prescribe “better” policies. Therefore, attempts to include everything as an
indicator will likewise result in an incomprehensible and misleading monstrosity,
rather than an aid to assessment. This attitude is implicit in the “looking outward”



109

TABLE 8.1 Examples of Indicators of Known Interest Taken from the Budworm
Case Study

Socioeconomic Indicators

Profits to the logging industry

Profits as a proportion of total sales

Cost per unit volume of harvested wood

Cost of insecticide spraying

Unemployment rate reflected by the proportion of mill capacity utilized

Resource Indicators

Volume of wood in trees older than 20 years
Volume of wood in trees older than 50 years
Volume of wood harvested

Proportion of total volume harvested
Volume of wood killed by budworm

Mill capacity

Total forest volume

Environmental Indicators

Visible damage due to budworm defoliation

Damage due to logging operations

Age class diversity of the forest

Number of high quality recreational areas

Insecticide impact in terms of fraction of province sprayed

approach to modeling presented in the chapter on orchestration (Chapter 4). Indi-
cators, like variables, are included in the analysis when knowledge of their behavior
is essential if the model is to respond to somebody’s major policy choice or design
question. When there is no client or potential user demanding the indicator, it is
usually best to omit it from consideration. Of course, this presents a danger of
leaving out something important and perpetuating habitual viewpoints, just as it
did in the modeling work. One must use judgment and occasionally err on the side
of inclusion. But, as we will argue below, implicit or explicit simplification to a few
indicators is ultimately necessary for comprehensible comparison of alternative
policies and objectives. There is consequently little to be gained from amassing
huge lists in order ‘“‘to be safe.”

The “looking outward” criterion for indicators cuts two ways, however. It is
not uncommon to find that an indicator that is clearly relevant to policy choice
simply cannot be predicted with available models (e.g., the types of gear that will
be used on fishing boats or the world demands for wood pulp). Sometimes the
models can be changed, but often this is not feasible. The only defensible response
in this situation is to record the indicator explicitly in a list of “things left out” and
to weigh its significance and bearing on the policy choice question independent of
the model part of the analysis. This might be accomplished by mobilizing expert
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opinion, by interfacing with other models or expe